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Scheme and Syllabus for Two Year M.Tech. Program  

 

 in 

 

      Computer Science and Engineering(CSE) 
 

 

                  (With Effect from the Batch Admitted in 2022-23) 



DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING 

TWO YEAR M.TECH DEGREE PROGRAM 

Scheme of Instruction and Examination 

(Effective from 2022-2023) 

M.Tech I Semester CSE                                                                                                                   Scheme-2022 

S.No Category Course Title Credits 

Scheme of  

Instruction 

periods/week 

Scheme of Examination 

Maximum Marks 

L T P 

End  

Exam 

Marks 

CIA 

Marks 

Total 

Marks 

I Theory 

1. PC 
Advanced Data Structures & 

Algorithms 
3 3 0 0 60 40 100 

2. PC 
Software Engineering and 

Applications 
3 3 0 0 60 40 100 

3. PC Artificial Intelligence 3 3 0 0 60 40 100 

4. PE Professional Elective - I 3 3 0 0 60 40 100 

5. PE Professional Elective - II 3 3 0 0 60 40 100 

6. MC Research Methodology and IPR 2 2 0 0 0 100 100 

7. AC Audit Course - I 0 2 0 0 0 0 0 

II Practical 

8. PCL  Software Lab - I 2 0 0 4 60 40 100 

9. PCL  Software Lab - II 2 0 0 4 60 40 100 

      21 19 
 

8 420 380 800 

 

M.Tech II Semester CSE                                                                                                                 Scheme-2022 

S.No Category Course Title Credits 

Scheme of  

Instruction 

periods/week 

Scheme of Examination 

Maximum Marks 

L T P 

End  

Exam 

Marks 

CIA 

Marks 

Total 

Marks 

I Theory 

1. PC  Mobile Computing 3 3 0 0 60 40 100 

2. PC   Data Science 3 3 0 0 60 40 100 

3. PE   Professional Elective - III 3 3 0 0 60 40 100 

4.   PE Professional Elective - IV 3 3 0 0 60 40 100 

5.     PE Professional Elective - V 3 3 0 0 60 40 100 

6.   AC Audit Course - II 0 2 0 0 0 0 0 

II Practical 

7. PCL  Software Lab - III 2 0 0 4 60 40 100 

8. PCL  Software Lab - IV 2 0 0 4 60 40 100 

      19 17 
 

8 420 280 700 

 
        



M.Tech III Semester CSE                                                                                                           Scheme-2022 

S.No Category Course Title Credits 

Scheme of  

Instruction 

periods/week 

Scheme of Examination 

Maximum Marks 

L T P 

End  

Exam 

Marks 

CIA 

Marks 

Total 

Marks 

1. OE  Open Elective* 2 0 0 0 0 0 100 

2.  PR Technical Seminar &  

Dissertation Phase-I 
10 0 0 20 0 100 100 

3.  CAA Co-Academic Activities  2 0 0 0 0 100 100 

      14 2 0 20 0 200 300 

* Open elective will be offered through MOOCs 

 

 

 

 

 

M.Tech IV Semester CSE                                                                                                         Scheme-2022 

S.No Category Course Title Credits 

Scheme of  

Instruction 

periods/week 

Scheme of Examination 

Maximum Marks 

L T P 

End  

Exam 

Marks 

CIA 

Marks 

Total 

Marks 

1. PR Dissertation Phase-II 16 0 0 32 60 40 100 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

List of Professional Elective Courses 

 

Description Course Title 

PE – I 

Free Open Source Software 

Quantum Computing 

Cloud Computing 

Cryptography and Network Security 

PE – II 

Natural Language Processing 

Information Retrieval System 

Distributed Databases 

Wireless and Mobile Networks 

PE – III 

Big Data 

Machine Learning 

Data Mining 

Object Oriented Analysis & Design 

PE – IV 

Advanced Computer Architecture 

Image and Video Processing 

Soft Computing 

Digital Forensics 

PE – V 

Computer vision 

High Performance Computing 

Deep Learning 

Design Patterns 

 

 

 

List of Audit Courses 

 

 

AC-I 

1. English for Research Paper Writing 

2. Disaster Management 

3. Sanskrit for Technical Knowledge 

AC-II 

1. Stress Management by Yoga 

2. Pedagogy Studies 

3. Personality Development through Life Enlightenment Skills 

 

 

 

 

 



ADVANCED DATA STRUCTURES & ALGORITHMS (ADSA) 

I Semester : M. Tech Scheme : 2022 

Course 

Code 
Category Hours/Week Credits Maximum Marks 

CS801 
 

PC 

L T P C 

Continuous 

Internal 

Assessment 

End 

Exam 
TOTAL 

3 0 0 3 40 60 100 

Sessional Exam Duration : 2 Hrs End Exam Duration: 3 Hrs 

Course Outcomes :At the end of the course the student will be able to 

CO1: Understand the operations and applications of basic data structures. 

CO2: Explain non linear data structures -binary trees, binary search tree, AVL trees,    

Internal Assessment: The question paper for internal examination shall consist of Six questions and 

student has to answer any Four questions. 

End Exam: The question paper for end examination shall consist of Eight questions and student has 

to answer any Five questions. 

Fundamentals  of  Computer  Algorithms by Ellis  Horowitz,  Sartaj  Sahni  & Sanguthevar.Rajasekaran 

B t

Design 

rees,Red-Black trees and splay trees. 

CO3: Understand the operations of heaps and their applications. 

CO4: Organize the data in the computer memory using hash functions 

CO5: Analyze the time complexities of algorithms for solving problems 

 

Overview of Linear Data Structures: 

Review of Arrays, Linked lists, Stacks, Queues- Operations and applications. 

Non Linear Data Structures –Trees: 

Introduction, Binary trees, Binary tree Traversals, Threaded binary trees, Binary Search Trees, AVL 

Trees , B Trees, Red – Black Trees and Splay Trees - Operations and applications. 

Priority Queues(Heaps): 

Binary Heaps-Min and Max Heaps, operations and applications. D-heaps, Leftist heaps, Skew heaps and 

Binomial Queues. 

Hash Tables: Introduction, Hash Functions, Hashing Techniques-Open Hashing (separate chaining 

method), Closed Hashing (open addressing), Rehashing and Extendible Hashing. 

Divide and Conquer: General Method, Binary Search, Finding Maximum and Minimum, Strassen’s 

 Matrix Multiplication. 

Dynamic Programming :General Method, All Pairs Shortest Path, 0 / 1 Knapsack problem, Reliability 

Design, Travelling Sales Person’s Problem. 

Back Tracking: General Method, 8 – Queen’s Problem, Graph Coloring. 

 

Text Books: 

1. Data Structures Using C and C++ by Yedidyah Langsam, Moshe J. Augenstein, Aaron M. 

      Tenenbaum Pearson Education. 

2. 

Reference Books: 

1. Classic Data Structures by D. Samanta 

2. and Analysis of Computer Algorithms by Aho 

3. Introduction to the Design and Analysis of Algorithms by Goodman 

4. Design and Analysis of Algorithms by E. Horowitz 

Question Paper Pattern:  



SOFTWARE ENGINEERING AND APPLICATIONS(SEA) 

I Semester: M. Tech Scheme : 2022 

Course 

Code 
Category Hours/Week Credits Maximum Marks 

CS802 

 

PC 

 

L T P C 

Continuous 

Internal 

Assessment 

End 

Exam 
TOTAL 

3 0 0 3 40 60 100 

Sessional Exam Duration: 2 Hrs  End Exam Duration: 3 Hrs 

Course Outcomes: At the end of the course the student will be able to 

CO1: Understand the phases in a software project 

CO2: Understand fundamental concepts of requirements engineering and Analysis Modelling 

CO3: Understand the various software design methodologies 

CO4: Learn various testing and maintenance measures 

CO5: Estimate the project risk and project Metrics 

 

Software Process And Agile Development: Introduction to Software Engineering, Software Process, 

Perspective and Specialized Process Models –Introduction to Agility-Agile process-Extreme 

programming-XP Process. 

Requirements Analysis And Specification: Software Requirements: Functional and Non-Functional, 

User requirements, System requirements, Software Requirements Document – Requirement Engineering 

Process: Feasibility Studies, Requirements elicitation and analysis, requirements validation, requirements 

management Classical analysis: Structured system Analysis, Petri Nets- Data Dictionary. 

Software Design: Design process – Design Concepts-Design Model– Design Heuristic – Architectural 

Design –Architectural styles, Architectural Design, Architectural Mapping using Data Flow- User 

Interface Design: Interface analysis, Interface Design –Component level Design: Designing Class based 

components, traditional Components. 

Testing And Maintenance: Software testing fundamentals-Internal and external views of Testing-white 

box testing – basis path testing-control structure testing-black box testing- Regression Testing – Unit 

Testing –Integration Testing – Validation Testing – System Testing And Debugging –Software 

Implementation Techniques: Coding practices-Refactoring-Maintenance and Reengineering-BPR model-

Reengineering process model-Reverse and Forward Engineering. 

Project Management: Software Project Management: Estimation – LOC, FP Based Estimation, 

Make/Buy Decision COCOMO I & II Model – Project Scheduling – Scheduling, Earned Value Analysis 

Planning –Project Plan, Planning Process, RFP Risk Management – Identification, Projection – Risk 

Management-Risk Identification-RMMM Plan-CASE TOOLS. 

Text Books: 

1. Pressman, Roger (2010) Software Engineering: A Practitioner's Approach, McGraw Hill , New 

York, NY. 

2. Sommerville, Ian (2011) Software Engineering, Addison-Wesley , Boston, MA. 

Reference Books: 

1. Stephens, Rod (2015) Beginning Software Engineering, Wrox. 

2. Tsui, Frank , Orlando Karam and Barbara Bernal (2013) Essentials of Software Engineering, Jones & 

Bartlett Learning , Sudbury, MA. 

3. Pfleeger, Shari (2001) Software Engineering: Theory and Practice, Prentice Hall , Upper Saddle 

River, NJ. 

 



Question Paper Pattern:  

Internal Assessment:  

The question paper for internal examination shall consist of Six questions and student has to answer any 

Four questions. 

 

End Exam:  
The question paper for end examination shall consist of Eight questions and student has to answer any 

Five questions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

ARTIFICIAL INTELLIGENCE (AI) 

I Semester : M. Tech Scheme : 2022 

Course 

Code 
Category Hours/Week Credits Maximum Marks 

CS803 PC 
L T P C 

Continuous 

Internal 

Assessment 

End 

Exam 
TOTAL 

3 0 0 3 40 60 100 

Sessional Exam Duration : 2 Hrs End Exam Duration: 3 Hrs 

Course Outcomes :At the end of the course the student will be able to 

CO1: Demonstrate knowledge of the building blocks of AI as presented in terms of 

intelligent agents. 

CO2: Analyze and formalize the problem as a state space, graph, design heuristics and 

select amongst different search or game based techniques to solve them. 

CO3: Develop intelligent algorithms for constraint satisfaction problems and also 

design intelligent systems for Game Playing. 

CO4: Attain the capability to represent various real life problem domains using 

logic based techniques and use this to perform inference or planning. 

CO5: Solve problems with uncertain information using Bayesian approaches. 

 

Introduction to artificial intelligence: Introduction , history, intelligent systems, 

foundations of AI, applications, tic-tac-tie game playing, development of AI languages, 

current trends in AI. 

Problem solving: state-space search and control strategies: Introduction, general 

problem solving, characteristics of problem, exhaustive searches, heuristic search 

techniques, iterative-deepening a*, constraint satisfaction. 

Problem reduction and game playing: Introduction, problem reduction, game playing, alpha-beta 

pruning, two-player perfect information games. 

Logic concepts: Introduction, propositional calculus, proportional logic, natural deduction system, 

axiomatic system, semantic tableau system in proportional logic, resolution refutation in proportional 

logic, predicate logic 

Knowledge representation: Introduction, approaches to knowledge representation, 

knowledge representation using semantic network, extended semantic networks for 

KR, knowledge representation using frames. 

Advanced knowledge representation techniques: Introduction, conceptual 

dependency theory, script structure, cyc theory, case grammars, semantic web. 

Uncertainty measure: probability theory: Introduction, probability theory, Bayesian 

belief networks, certainty factor theory, dempster-shafer theory. 

Fuzzy sets and fuzzy logic: Introduction, fuzzy sets, fuzzy set operations, types of membership 

functions, multi valued logic, fuzzy logic, linguistic variables and hedges, fuzzy propositions, inference 

rules for fuzzy propositions, fuzzy systems. 

Text Books: 

1.Artificial Intelligence- Saroj Kaushik, CENGAGE Learning 

2.Artificial intelligence, A modern Approach, 2nd edition, Stuart Russel, Peter Norvig, PEA 

3.Artificial Intelligence- 3rd edition, Rich, Kevin Knight, Shiv Shankar B Nair, TMH 



4.Introduction to Artificial Intelligence, Patterson, PHI 

Reference Books: 

1. Artificial intelligence, structures and Strategies for Complex problem solving 5th edition, George F   

Lugar,   PEA 

2. Introduction to Artificial Intelligence, Ertel, Wolf Gang, Springer. 

3. Artificial Intelligence, A new Synthesis, Nils J Nilsson, Elsevier. 

Web References: 

1. https://ai.google/. 

2. https://www.geeksforgeeks.org/artificial-intelligence-an-introduction/ 

3. https://www.w3schools.com/ai/ 

Question Paper Pattern:  

Internal Assessment:  

The question paper for internal examination shall consist of Six questions and student has to answer any 

Four questions. 

 

End Exam:  
The question paper for end examination shall consist of Eight questions and student has to answer any 

Five questions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



RESEARCH METHODOLOGY AND IPR (RM & IPR) 

I Semester :  Common for all branches                                           Scheme : 2022 

Course Code Hours/Week Credits Maximum Marks 

MC101 
L T/D P C 

Continuous 

Internal 

Assessment 

End Exam TOTAL 

2 0 0 2 100 - 100 

  Sessional Exam Duration : 2 Hrs                                                                                       End Exam Duration:  

 Course Outcomes : At the end of the course the student will be able to 

CO1:  Understand the Meaning, types of research, research problems and research design. 

CO2: To know the basic data collection methods and sampling design. 

CO3: Know the basic concepts intellectual property rights and patent design 

CO4: Understanding that when IPR would take such important place in growth of individuals & nation, 

it is needless to emphasise the need of information about Intellectual Property Right to be promoted 

among students in general & engineering in particular.  

CO5: Understand that IPR protection provides an incentive to inventors for further research work and 

investment in R & D, which leads to creation of new and better products, and in turn brings about, 

economic growth and social benefits.  

Chapter-I 

Meaning of research problem, Sources of research problem, Criteria Characteristics of a good research 

problem, Errors in selecting a research problem, scope, and objectives of research problem. Approaches 

of investigation of solutions for research problem, data collection, analysis, interpretation, Necessary 

instrumentations 

Chapter-II 

Effective literature studies approaches, analysis Plagiarism, Research ethics, Effective technical 

writing, how to write report, Paper Developing a Research Proposal, Format of research proposal, a 

presentation and assessment by a review committee  

Chapter-III 

Nature of Intellectual Property: Patents, Designs, Trade and Copyright. Process of Patenting and 

Development: technological research, innovation, patenting, development. International Scenario: 

International cooperation on Intellectual Property. Procedure for grants of patents, Patenting under 

PCT. 

Chapter-IV 

Patent Rights: Scope of Patent Rights. Licensing and transfer of technology. Patent information and 

databases. Geographical Indications 

Chapter-V 

New Developments in IPR: Administration of Patent System. New developments in IPR; IPR of 

Biological Systems, Computer Software etc. Traditional knowledge Case Studies, IPR and IITs. 

Text Books : 

1. Stuart Melville and Wayne Goddard, “Research methodology: an introduction for science & 

engineering students’”  

2. Wayne Goddard and Stuart Melville, “Research Methodology: An Introduction” 

Reference Books : 

1. Ranjit Kumar, 2nd Edition, “Research Methodology: A Step by Step Guide for beginners  

2. Halbert, “Resisting Intellectual Property”, Taylor &amp; Francis Ltd ,2007. 

3. Mayall, “Industrial Design”, McGraw Hill, 1992.  

4. Niebel, “Product Design”, McGraw Hill, 1974.  



Question Paper Pattern:  

Internal Assessment: The question paper for internal examination shall consist of Six questions and 

has to answer any Four questions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

SOFTWARE LAB –I  

I Semester : M. Tech                                                            Scheme : 2022 

Course 

Code 

Category  Hours/Week Credits Maximum Marks 

CS804 PCL 
L T P C 

Continuous 

Internal 

Assessment 

End 

Exam 
TOTAL 

0 0 4 2 40 60 100 

 End Exam Duration: 3 Hrs 

Course Outcomes : At the end of the course students will be able to 

CO1:  Implement programs on linear data structures 

CO2:  Implement operations on binary search trees. 

CO3:  Develop programs for all pairs shortest path and travelling sales person's problems 

using  dynamic programming 

CO4:  Develop a program for solving 8-Queen's problem using back tracking technique. 

List of Experiments 

1. a) Implementation of Merging of two sorted arrays. 

   b) Implementation of Polynomial manipulation using Linked Lists. 

2. a) Implementation of Operations on Stack using Linked Lists. 

    b) Implementation of Operations on Circular Queue using Arrays. 

3. Implementation of Postfix Expression Evaluation. 

4. Implementation of Operations on Binary Search Trees. 

5. Implementation of Heap Sort. 

6. Implementation of binary search technique using divide and conquer method 

7. Implementation of all pairs shortest path using dynamic programming. 

8. Implementation of 8-Queens problem using backtracking. 

9.  Implementation of travelling salesperson problem using dynamic programming. 

 

 

 

 

 

 

 

 

 

 



 

SOFTWARE LAB -II  

I Semester : M. Tech                                                             Scheme : 

2022 

Course 

Code 

Category  Hours/Week Credits Maximum Marks 

CS805 PCL 
L T P C 

Continuous 

Internal 

Assessment 

End 

Exam 
TOTAL 

0 0 4 2 40 60 100 

 End Exam Duration: 3 Hrs 

Course Outcomes : At the end of the course students will be able to 

 CO1: Identify suitable software development process model for a given scenario 

 CO2: Create a UML diagrams for a specified problem 

 CO3: Apply testing methodologies for validating design models 

List of Experiments 

1. Role of Software & Software Development Model: Identify the role of the software 

in today’s world  & suitable software development model for the given scenario. 

2. Requirement Development: Identify the various requirement development activities 

viz. elicitation, analysis, specification and verification for the given scenario, develop 

an SRS document. 

3. Introduction to UML: To create a UML diagram of ONLINE BOOK SHOP 

4. To create a UML diagram of ELEVATOR PROBLEM 

5. To create a UML diagram of STUDENT MARK ANALYSING SYSTEM 

6. To create a UML diagram of E-MAIL CLIENT SYSTEM 

7. Software Testing: Design the Test cases for triangle problem with Software Testing 

Technique: Boundary Value Analysis using Java 

8. To Implement Size Oriented Metrics write Java Code and find the Cyclomatic 

Complexity. 

9. Study of any web testing tool (e.g. Selenium) with a given scenario  

10.  To create GIT account for Testing to Version Control 

 

 

 

 

 

 

 

 



          MOBILE COMPUTING (MC) 

II Semester : M. Tech Scheme : 2022 

Course 

Code 
Category Hours/Week Credits Maximum Marks 

CS814 PC 
L T P C 

Continuous 

Internal 

Assessment 

End 

Exam 
TOTAL 

3 0 0 3 40 60 100 

Sessional Exam Duration:  2 Hrs End Exam Duration: 3 Hrs 

Course Outcomes : At the end of the course the student will be able to 

CO1: Understand the basic concepts of wireless communication & mobile computing. 

CO2: Understand the wireless medium access controlling mechanisms and GSM. 

CO3: Understand the WLAN System Architecture, Protocol Architecture, And Physical Layer. 

CO4: Acquiring knowledge on the structure & concepts of Mobile IP. 

CO5: Understand the Traditional TCP and Classical Improvements of TCP.  

 

Wireless transmission: Frequencies for radio transmission, Signals, Antennas, Signal propagation, 

Multiplexing, Modulation (ASK, FSK, PSK) Spread spectrum, Cellular systems. 

Medium access control: Motivation for a Specialized MAC, SDMA, FDMA, TDMA (Fixed 

TDM, Classical Aloha, Slotted Aloha, CSMA), CDMA, Comparison of S/T/F/CDMA. 

GSM: Mobile services, System Architecture, Radio interface, Protocols, Localization and 

calling, Handover. 

Wireless LAN: Infrared Vs Radio Transmission, Infra Red and ad-hoc network. 

IEEE 802.11: System architecture, Protocol architecture, Physical layer, Medium access control 

layer, MAC management. 

Mobile IP: Goals & requirements, Entities and terminology, IP Packet delivery, Agent 

discovery, Registration, Tunneling & Encapsulation, Optimizations, Reverse tunneling, IPv6, 

Dynamic host Configuration protocol. 

Traditional TCP: Congestion control, Slow start, Fast retransmit/fast recovery, implications of 

mobility, Classical TCP improvements. 

Text Books: 

1. Jochen Schiller [2008], [Second Edition], Mobile Communications, Low price edition, Pearson 

Reference Books: 

1. Talukder [2008], Mobile Computing: Technology, Applications & service creation, TMH. 

Question Paper Pattern:  

Internal Assessment:  

The question paper for internal examination shall consist of Six questions and student has to answer any 

Four questions. 

 

End Exam:  
The question paper for end examination shall consist of Eight questions and student has to answer any 

Five questions. 

 

 

 



DATA SCIENCE(DS) 

II Semester : M. Tech Scheme : 2022 

Course 

Code 
Category Hours/Week Credits Maximum Marks 

CS815 
 

PC 

L T P C 

Continuous 

Internal 

Assessment 

End 

Exam 
TOTAL 

3 0 0 3 40 60 100 

Sessional Exam Duration: 2 Hrs End Exam Duration: 3 Hrs 

Course Outcomes :At the end of the course the student will be able to 

CO1: Write python programs using the core concepts like Lists, Dictionaries, sets, tuple, functions and 

regular expressions.  

CO2:Demonstrate various mathematical operations on arrays using NumPy 

CO3:Analyze and manipulate Data using Pandas 

CO4:Creating static and interactive visualizations using Matplotlib. 

CO5:Enumerate machine learning algorithms, Describe the Classification and Clustering 

Introduction to Python: Data Types:Strings, Numbers, Booleans, Date and Time, Lists, Tuples, 

Dictionaries,Operators,Conditional Statements, Loops, Functions, Modules and packages, Classes and 

Objects, Regular expressions 

Introduction to NumPy: The Basics of NumPy Arrays, Computation on NumPy Arrays: Universal 

Functions, Aggregations: Min, Max, and Everything in Between, Computation on Arrays: Broadcasting, 

Comparisons, Masks, and Boolean Logic, Fancy Indexing, Sorting Arrays, Structured Data: NumPy’s 

Structured Arrays 

Data Manipulation with Pandas: Introducing Pandas Objects, Data Indexing and Selection, Operating on 

Data in Pandas, Handling Missing Data, Hierarchical Indexing, Combining Datasets: Concat and Append, 

Combining Datasets: Merge and Join, Aggregation and Grouping Planets Data, Pivot Tables, Vectorized 

String Operations, High-Performance Pandas 

Visualization with Matplotlib: Two Interfaces for the Price of One, Simple Line Plots, Simple Scatter 

Plots, Visualizing Errors, Density and Contour Plots, Histograms, Binnings, and Density, Customizing Plot 

Legends, Customizing Colorbars, Multiple Subplots, Text and Annotation, Customizing Ticks, Customizing 

Matplotlib: Configurations and Stylesheets, Three-Dimensional plotting in Matplotlib 

Machine Learning: What Is Machine Learning?,Types of machine learning systems, Introducing Scikit-

Learn, Feature Engineering, Model development, Linear Regression: Simple Linear Regression, Example of 

model development. 

Text Books: 

1. Python Basics: With Illustrations from the Financial Market,VivekKrishnamoorthy, Jay Parmar, Mario 

Pisa Pena,AQuantInsti® Publication, 2020 

2. Python Data Science Handbook:Essential Tools for Working with Data,JakeVanderPlas, O'reilly 

publications, 2016 

Reference Books: 

1. Python® for Programmers,PaulDeitel,HarveyDeitel, Pearson Education, Inc,2019 

2. Data Science & Big Data Analytics: Discovering, Analyzing, Visualizing and Presenting Data,David 

Dietrich, Barry Heller, Beibei Yang, Published by John Wiley & Sons, Inc, 2015 

Question Paper Pattern:  
Internal Assessment: The question paper for internal examination shall consist of Six questions and student has to 

answer any Four questions. 

End Exam: The question paper for end examination shall consist of Eight questions and student has to answer 

any Five questions. 



SOFTWARE LAB –III 

II Semester: M. Tech                                                          Scheme : 

2022 

Course Code Category Hours/Week Credits Maximum Marks 

CS816 PCL 
L T P C 

Continuous 

Internal 

Assessment 

End 

Exam 
TOTAL 

0 0 4 2 40 60 100 

End Exam Duration: 3 Hrs 

Course Outcomes : At the end of the course the student will be able to 

CO1: Examine the process for importing and exporting the data. 

CO2:  Apply appropriate data collection and pre-processing methods. 

CO3:  Identify different data analysis Techniques suitable for a given applications 

CO4:  Demonstrate data visualization techniques for Data Analysis 

List of Experiments 

1. a. Write program to create a list, manipulate and slices it. 

    b. Create a new list and add elements to it from another list, and creates a matrix from two 

lists 

    c. Create same a, b steps for Tuple and Dictionary 

2. Write a program for Accessing/Importing and Exporting Data with sample data 

3. Consider the sample data 

               Mean velocity: 0.2474, 0.1235, 0.1737, 0.1824 

               Standard deviation of velocity: 0.3314, 0.2278, 0.2836, 0.2645 

Write a Python program to create bar plots with error bars on the same figure. Attach a text 

label above each bar displaying means. 

4. Consider the sample data 

people = ('G1','G2','G3','G4','G5','G6','G7','G8') 

segments = 4 

multi-dimensional data= [[ 3.40022085, 7.70632498, 6.4097905, 10.51648577, 7.5330039, 

7.1123587, 12.77792868, 3.44773477],   [ 11.24811149, 5.03778215, 6.65808464, 

12.32220677, 7.45964195, 6.79685302,7.24578743, 3.69371847],     [ 3.94253354, 

4.74763549, 11.73529246, 4.6465543, 12.9952182, 4.63832778, 11.16849999,8.56883433],   [ 

4.24409799, 12.71746612, 11.3772169, 9.00514257, 10.47084185, 10.97567589, 3.98287652, 

8.80552122]] 

Write a Python program to create stack bar plot and add label to each section. 

5. Given the iris dataset: https://archive.ics.uci.edu/ml/datasets/iris 

    a. How many rows does it contain? How many columns?  

    b. Compute the average petal length 

    c. Compute the average of all numerical columns 

    d. Extract the petal length outliers (i.e. those rows whose petal length is 50% longer than the  

        average petal length) 

    e. Compute the standard deviation of all columns, for each iris species  

    f. Extract the petal length outliers (as above) for each iris species  

    g. Extract the group-wise petal length outliers, i.e. find the outliers (as above) for each iris 

        Species using groupby( ), aggregate( ) and merge( ). 



  Write a python program to compute all the functionalities of the above-mentioned data. 

6.  Consider the iris data set in Question 4, Write a python program to replace the missing 

values  

     in the data by comparing with the neighbouring data 

7.  Consider the Iris data set, write a python script to arrange the attributes in hierarchical 

structure  

     and perform clustering with similar attributes 

8.  Demonstrate Object detection in an image using python tools  

  9.  Develop an application to Analyze twitter data with Python tools 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



SOFTWARE LAB –IV 

II Semester : M. Tech                                                              Scheme : 

2022 

Course Code Category Hours/Week Credits Maximum Marks 

CS817 PCL 
L T P C 

Continuous 

Internal 

Assessment 

End 

Exam 
TOTAL 

0 0 4 2 40 60 100 

End Exam Duration: 3 Hrs 

Course Outcomes : At the end of the course the student will be able to 

CO1:  Implement the preprocessing techniques on a given dataset.  

CO2:  Apply machine learning algorithms for data analytics. 

CO3:  Analyze various text categorization algorithms.  

CO4:  Solve Big Data Analytics problems using Hadoop framework. 

 

List of Experiments 

1. Preprocessing: Removal specified attribute, discrimination of a continuous valued attribute, 

standardization and normalization of data.  

2. Association Mining: Finding Association Rules using Apriori principle for given Transaction 

Dataset.  

3. Classification: Classify the given dataset records using Decision Tree based classification 

model.  

4. Classification: Classify the given dataset records using Multilayer Feed forward Network 

classification model.  

5. Clustering: Use k-means clustering technique to classify the given dataset.  

6. Hadoop file management: Adding files and directories, Retrieving files, Deleting files.  

 

7. Word Count application: Map Reduce program to understand Map Reduce Paradigm.  

 

 

 

 

 

 

 

 

 

 



FREE AND OPEN SOURCE SOFTWARE (FOSS) 

I Semester : M. Tech Scheme : 2022 

Course 

Code 
Category Hours/Week Credits Maximum Marks 

CS806 PE-I 
L T P C 

Continuous 

Internal 

Assessment 

End 

Exam 
TOTAL 

3 0 0 3 40 60 100 

Sessional Exam Duration : 2 Hrs End Exam Duration: 3 Hrs 

Course Outcomes :At the end of the course the student will be able to 

CO1: Understand Python syntax, flow control and looping. 

CO2: Create and run Python programs using in built data structures. 

CO3: Understand and implement functions to perform I/O, file and exception handling. 

CO4: Understand PHP syntax, flow control and looping. 

CO5: Build simple client server applications using PHP. 

 

Introduction to Python: Overview. Environment setup. Basic syntax. Variable types. Operators. 

Decision making. Loops. Numbers 

Built-in data structures in Python: Strings. Lists. Tuples. Dictionaries. Date & Time 

I/O, Files and exception handling in Python: Basic I/O functions available in Python. Opening, 

reading, writing and closing files. Creating functions and modules. Programs to demonstrate exception 

handling. 

Introduction to PHP: Basics of PHP Scripts. Variables. Data types. Operators. Expressions. Decision 

making. Loops 

Building applications using PHP: Arrays. Strings. Date & Time. Building HTML forms with PHP. 

Text Books: 

1. Allen Downey, Jeffrey Elkner, Chris Meyers, Learning with Python 

2. Steven Holzner, PHP: The Complete Reference. 

Reference Books: 

1. Programming and problem solving with Python by Ashok Namdev Kamthane, Amit Ashok 

Kamthane (2018): McGraw Hill Education (India) Private Limited 

2. Julie C Meloni,PHP, MySQL and Apache, Pearson Eduction, 2012. 

Question Paper Pattern:  

Internal Assessment:  

The question paper for internal examination shall consist of Six questions and student has to answer any 

Four questions. 

 

End Exam:  
The question paper for end examination shall consist of Eight questions and student has to answer any 

Five questions. 

 

 

 

 



QUANTUM COMPUTING (QC) 

I Semester : M. Tech Scheme : 2022 

Course 

Code 
Category Hours/Week Credits Maximum Marks 

CS807 PE-I 
L T P C 

Continuous 

Internal 

Assessment 

End 

Exam 
TOTAL 

3 0 0 3 40 60 100 

Sessional Exam Duration : 2 Hrs End Exam Duration: 3 Hrs 

Course Outcomes :At the end of the course the student will be able to 

CO1: Understand  the Quantum Computation 

CO2: Understand the Framework of Quantum Mechanics 

CO3: Understand Deutsch Algorithm 

CO4: Understand Amplitude Amplification 

CO5: Implement Error Correction Codes 

 

INTRODUCTION AND BACKGROUND: Computers and the Strong Church–Turing Thesis, The 

Circuit Model of Computation, A Linear Algebra Formulation of the Circuit Model Reversible 

Computation, A Preview of Quantum Physics, Quantum Physics and Computation. 

QUBITS AND THE FRAMEWORK OF QUANTUM MECHANICS: The State of a Quantum 

System, Time-Evolution of a Closed System, Composite Systems, Measurement.  

INTRODUCTORY QUANTUM ALGORITHMS: Probabilistic Versus Quantum Algorithms, Phase 

Kick-Back, The Deutsch Algorithm, The Deutsch–Jozsa Algorithm.  

ALGORITHMS BASED ON AMPLITUDE AMPLIFICATION : Grover’s Quantum Search 

Algorithm, Amplitude Amplification, Quantum Amplitude Estimation and Quantum Counting, 

Searching Without Knowing the Success Probability. 

QUANTUM ERROR CORRECTION: Classical Error Correction, The Classical Three-Bit Code, 

Fault Tolerance, Quantum Error Correction, Error Models for Quantum Computing, Encoding. 

Text Books: 

1. An Introduction to Quantum Computing by Phillip Kaye, Raymond Laflamme, Michele Mosca. 

Reference Books: 

1.  Presskil Lecture notes: Available online: http://www.theory.caltech.edu/~preskill/ph229/ 

2.  An Introduction to Quantum Computing. P. Kaye. 

3.  Quantum Computer Science. N. David Mermin. 

Question Paper Pattern:  

Internal Assessment:  

The question paper for internal examination shall consist of Six questions and student has to answer any 

Four questions. 

 

End Exam:  
The question paper for end examination shall consist of Eight questions and student has to answer any 

Five questions. 

 

 

 



 

CLOUD COMPUTING (CC) 

I Semester : M. Tech Scheme : 2022 

Course 

Code 
Category Hours/Week Credits Maximum Marks 

CS808 PE-I 
L T P C 

Continuous 

Internal 

Assessment 

End 

Exam 
TOTAL 

3 0 0 3 40 60 100 

Sessional Exam Duration : 2 Hrs End Exam Duration: 3 Hrs 

Course Outcomes :At the end of the course the student will be able to 

CO1: State the roots, deployment models and features of cloud computing.. 

CO2: Summarize the usage and characteristics of virtualization in a cloud computing environment. 

CO3: Illustrate thread, task and map reduce programming models using Aneka. 

CO4: Explain the steps involved in creating apps using Salesforce.com and Google App Engine. 

CO5: Understand Grep the Web architecture and ECG using Amazon cloud. 

 

Introduction to Cloud Computing: Roots of Cloud Computing, Layers of cloud, Types of Clouds, 

features of a Cloud, Challenges and Risks, Cloud Infrastructure Management, Infrastructure as a Service 

Providers, Platform as a Service Providers, Software as Service Provider. 

Virtualization: Introduction, Characteristics of Virtualized Environments, Virtualization and Cloud 

Computing, Pros and Cons of Virtualization, VM Migration Services, VM Provisioning in the Cloud 

Context. 

Programming Enterprise Clouds using Aneka: Introduction to Aneka, Aneka Architecture, Thread 

Programming using Aneka, Task Programming using Aneka, Map Reduce Programming using Aneka. 

Developing Cloud Applications: Google App Engine:  Create and uploading the app, Registration, 

Salesforce.com: Create an account, create an object, make the app and test it, Windows Microsoft Azure: 

Creation of an app, Running the app locally.  

Cloud Applications and usage: Integration of private and public clouds, GrepTheWeb on Amazon 

cloud, ECG, Hosting Massively Multiplayer Games on Cloud, Hosting Twitter and Face book on Cloud. 

Text Books: 

1. “Cloud Computing: Principles and Paradigms” by Raj Kumar Buyya, James Broberg, and 

Andrzej Goscinski, Wiley Press, New York, USA, Edition 2011. 

2. "Cloud Computing: A Practical Approach" by Anthony T.Velte, Toby J Velte, , Robert Elsenpeter.  

McGraw-Hill, Inc. New York, NY, USA, Edition 2010 

3. Raj kumar Buyya, Christian Vecchiola, S.Thamarai Selvi, "Mastering Cloud Computing", 1st  

Edition, McGraw Hill Publications  

Reference Books: 

1. Raj Kumar Buyya , James Broberg, "Cloud Computing Principles and Paradigms", John Wiley & 

Sons Publications. 

2. Judith Hurwitz, R Bloor, M Kanfman, F Halper, "Cloud Computing for Dummies", 1st Edition,  

      Wiley Publishers, 2009.  

Question Paper Pattern:  

Internal Assessment: The question paper for internal examination shall consist of Six questions and 

student has to answer any Four questions. 

End Exam: The question paper for end examination shall consist of Eight questions and student has 

to answer any Five questions. 



CRYPTOGRAPHY AND NETWORK SECURITY (CNS) 

I Semester : M. Tech Scheme : 2022 

Course 

Code 
Category Hours/Week Credits Maximum Marks 

CS809 PE-I 
L T P C 

Continuous 

Internal 

Assessment 

End 

Exam 
TOTAL 

3 0 0 3 40 60 100 

Sessional Exam Duration : 2 Hrs End Exam Duration: 3 Hrs 

Course Outcomes :At the end of the course the student will be able to 

CO1:   Understand the concepts and principles of Network Security. 

CO2:   Analyze various classical encryption techniques and block cipher structure. 

CO3:   Analyze advanced encryption standard. 

CO4:   Understand block cipher modes of operation. 

CO5:   Explain various asymmetric ciphers 

CO6:   Understand cryptographic hash functions and digital signatures 

Introduction to Security concepts: Computer Security concepts, OSI Security Architecture, Security 

attacks, Security services, Security mechanisms, Fundamental security design principles, A model for 

Network Security. 

Number Theory: Euclidean Algorithm, Modular Arithmetic, Fermat’s and Euler’s Theorem, Testing for 

primality 

Symmetric Ciphers: Classical Encryption Techniques: Symmetric Cipher model, Substitution 

techniques, Transposition techniques, Steganography. 

Block Ciphers and DES: Traditional block cipher structure, Data Encryption Standard, DES Example, 

Strength of DES, Block cipher design principles. 

Advanced Encryption Standard: AES Structure, AES transformation functions, AES Key Expansion, 

AES Example, AES Implementation. 

Block Cipher Operation Modes: Multiple Encryption and Triple DES, Electronic codebook, Cipher 

Block Chaining Mode, Cipher feedback mode, output feedback mode. 

Asymmetric Ciphers and Public key cryptosystems: Public-Key Cryptography and RSA: Principles of 

Public-key cryptosystems, RSA Algorithm. Daffier Hellman Key Exchange, Elgamal Cryptographic 

systems. 

Cryptographic Hash Functions: Applications of cryptographic hash functions, Hash functions based on 

cipher block chaining, SHA. 

Message Authentication codes: Requirements, Message authentication functions, security of MACs. 

Digital Signatures: Digital Signature requirements, Elgamal Digital Signature, Schnorr Digital 

Signature scheme. 

Text Books: 

1. William Stallings, [7th Edition], Cryptography and Network Security, Pearson, 2017 

2. Behrouz A. Forouzan, D Mukhopadhayay, [2nd Edition], Cryptography and Network Security, 

MC Graw Hill, 2010 

Reference Books: 

1. Eric Cole, Dr. Ronald Kurtz and James W. Conley, Network Security Bible, Wiley Publishers, 2009 

2. Bruce C. Berndt, Number Theory in the Spirit of Ramanujan, University Press, American 

Mathematical Society, 2006 

3. V.K. Jain, Cryptography and Network Security, Khanna Publishing House, 2017 

4. Atul Kahate, Cryptography and Network Security, TMH, 4
th

 Edition, 2019 



Question Paper Pattern:  

Internal Assessment:  

The question paper for internal examination shall consist of Six questions and student has to answer any 

Four questions. 

 

End Exam:  
The question paper for end examination shall consist of Eight questions and student has to answer any 

Five questions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

NATURAL LANGUAGE PROCESSING (NLP) 

I Semester : M. Tech Scheme : 2022 

Course 

Code 
Category Hours/Week Credits Maximum Marks 

CS810 PE-II 
L T P C 

Continuous 

Internal 

Assessment 

End 

Exam 
TOTAL 

3 0 0 3 40 60 100 

Sessional Exam Duration : 2 Hrs End Exam Duration: 3 Hrs 

Course Outcomes :At the end of the course the student will be able to 

CO1: Understand the concepts of Natural Language Processing and the importance of Text Wrangling, 

Cleansing and POS tagging.  

CO2: Develop a NLP application using the NLTK library. 

CO3: Implement Text classification algorithms using scikit-learn and NLTK.  

CO4: Understand the basics of Tokenizing text and using WordNet. 

CO5: Understand the importance of Text feature extraction process to a classifier.  

 

Introduction to Natural Language Processing: Why learn NLP, Diving into NLTK, Text Wrangling 

and Cleansing, Sentence splitter, Tokenization, Stemming, Lemmatization, Stop word removal, Rare 

word removal, Spell correction, POS tagging, Named Entity Recognition (NER), Parsing Structure in 

Text. 

NLP Applications: Building your first NLP application, Other NLP applications – Machine translation, 

Statistical machine translation, Information retrieval, Speech recognition, Text classification, Information 

extraction, Question answering systems, Dialog systems, Language detection, Optical character 

recognition. 

Text Classification: Machine Learning, Text classification, Sampling – Naïve Bayes, Decision trees, 

Stochastic gradient descent, Logistic regression, Support Vector Machines, The Random forest 

algorithm, Text clustering – K-Means, Topic modeling in text. Using NLTK with other Python Libraries 

Tokenizing Text and WordNet Basics: Introduction, Tokenizing text into sentences, Tokenizing 

sentences into words, Tokenizing sentences using regular expressions, Training a sentence tokenizer, 

Filtering stop words in a tokenized sentence, Looking up Synsets for a word in WordNet, Looking up 

lemmas and synonyms in the WordNet, Calculating WordNet Synset similarity, Discovering word 

collocations. 

Feature Extraction: Bag of words feature extraction, Training a Naïve Bayes classifier, Training a 

Decision tree classifier, Training a maximum entropy classifier, Training scikit-learn classifiers, 

Measuring precision and recall of a classifier, Calculating high information words, Combing classifiers 

with voting, Classifying with multiple binary classifiers, Training a classifier with NLTK-Trainer. 

 

Text Books: 

1. Natural Language Processing: Python and NLTK, Deepti Chopra, Jacob Perkins, and Nitin 

Hardeniya by Packt 2016. 

2. Practical Natural Language Processing: A Comprehensive Guide to Building Real-World NLP 

Systems, Bodhisattwa Majumder, Anuj Gupta, Sowmya Vajjala, Harshit Surana published by 

O’Reily Media, Inc, 2020. 



Reference Books: 

1. Daniel Jurafsky & James H. Martin, Speech and Language Processing, An Introduction to Natural 

Language Processing, Computational Linguistics and Speech Recognition, 2nd Edition, Pearson 

Education, 2009. 

2. Tanvier Siddiqui, U.S. Tiwary, Natural Language Processing and Information Retrieval, Oxford 

Higher Education, 2008. 

3. Daniel M. Bikel & Imed Zitouni, Multilingual Natural Language Processing Applications: From 

Theory to Practice, Pearson Publication, 2012. 

4. Christopher D. Manning, and Hinrich Schutze, Foundations of Statistical Natural Language 

Processing, MIT Press, 1999. 

 

Web References: 

1. https://www.coursera.org/specializations/natural-language-processing 

2. https://www.udemy.com/course/speech-recognition-a-z-with-hands-onlearnkarts/ 

3. https://nptel.ac.in/courses/106105158 

Question Paper Pattern:  

Internal Assessment:  

The question paper for internal examination shall consist of Six questions and student has to answer any 

Four questions. 

 

End Exam:  
The question paper for end examination shall consist of Eight questions and student has to answer any 

Five questions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

INFORMATION RETRIEVAL SYSTEM (IRS) 

I Semester : M. Tech Scheme : 2022 

Course 

Code 
Category Hours/Week Credits Maximum Marks 

CS811 PE-II 
L T P C 

Continuous 

Internal 

Assessment 

End 

Exam 
TOTAL 

3 0 0 3 40 60 100 

Sessional Exam Duration : 2 Hrs End Exam Duration: 3 Hrs 

Course Outcomes :At the end of the course the student will be able to 

CO1: Ability to apply IR principles to locate relevant information large collections of data. 

CO2: Ability to design different document clustering algorithms. 

CO3: Implement retrieval systems for web search tasks. 

CO4: Design an Information Retrieval System for web search tasks. 

CO5: To understand the concepts of multimedia information retrieval. 

 

Introduction to Information Retrieval Systems: Definition of Information Retrieval System, 

Objectives of Information Retrieval Systems, Functional Overview, Relationship to Database 

Management Systems, Digital Libraries and Data Warehouses 

Information Retrieval System Capabilities: Search Capabilities, Browse Capabilities, Miscellaneous 

Capabilities 

Cataloging and Indexing: History and Objectives of Indexing, Indexing Process, Automatic Indexing, 

Information Extraction 

Data Structure: Introduction to Data Structure, Stemming Algorithms, Inverted File Structure, N-Gram 

Data Structures, PAT Data Structure, Signature File Structure, Hypertext and XML Data Structures, 

Hidden Markov Models 

Automatic Indexing: Classes of Automatic Indexing, Statistical Indexing, Natural Language, Concept 

Indexing, Hypertext Linkages 

Document and Term Clustering: Introduction to Clustering, Thesaurus Generation, Item Clustering, 

Hierarchy of Clusters 

User Search Techniques: Search Statements and Binding, Similarity Measures and Ranking, Relevance 

Feedback, Selective Dissemination of Information Search, Weighted Searches of Boolean Systems, 

Searching the INTERNET and Hypertext 

Information Visualization: Introduction to Information Visualization, Cognition and Perception, 

Information Visualization Technologies 

Text Search Algorithms: Introduction to Text Search Techniques, Software Text Search Algorithms, 

Hardware Text Search Systems 

Multimedia Information Retrieval: Spoken Language Audio Retrieval, Non-Speech Audio Retrieval, 

Graph Retrieval, Imagery Retrieval, Video Retrieval 

Text Books: 

 1. Information Storage and Retrieval Systems – Theory and Implementation, Second Edition, Gerald J. 

Kowalski, Mark T. Maybury, Springer 

Reference Books: 

1. Frakes, W.B., Ricardo Baeza-Yates: Information Retrieval Data Structures and Algorithms, 

Prentice Hall, 1992. 

2. Information Storage & Retrieval By Robert Korfhage – John Wiley & Sons. 



3. Modern Information Retrieval By Yates and Neto Pearson Education. 

Web References: 

1. https://en.wikipedia.org/wiki/Information_retrieval 

2. https://www.geeksforgeeks.org/what-is-information-retrieval 

Question Paper Pattern:  

Internal Assessment:  

The question paper for internal examination shall consist of Six questions and student has to answer any 

Four questions. 

 

End Exam:  
The question paper for end examination shall consist of Eight questions and student has to answer any 

Five questions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



DISTRIBUTED DATABASES (DDB) 

I Semester : M. Tech Scheme : 2022 

Course 

Code 
Category Hours/Week Credits Maximum Marks 

CS812 PE-II 
L T P C 

Continuous 

Internal 

Assessment 

End 

Exam 
TOTAL 

3 0 0 3 40 60 100 

Sessional Exam Duration : 2 Hrs End Exam Duration: 3 Hrs 

Course Outcomes :At the end of the course the student will be able to 

CO1: Understand Distributed data Processing and Distributed DBMS Architecture. 

CO2: Analyse query processing and decomposition. 

CO3: Understand various Transaction Management concepts. 

CO4: Understand Distributed reliability and Parallel database systems. 

CO5: Illustrate the concepts of Distributed object DBMS and Object oriented data models. 

 

Introduction:Distributed Data Processing, Distributed Database System, Promises of DDBSs, Problem 

areas. 

Distributed DBMS Architecture: Architectural Models for Distributed DBMS, DDMBS Architecture. 

Distributed Database Design: Alternative Design Strategies, Distribution Design issues, Fragmentation, 

Allocation. 

Query processing and decomposition: 

Query processing objectives, characterization of query processors, layers of query processing, query 

decomposition, localization of distributed data. 

Distributed query Optimization: Query optimization, centralized query optimization, distributed query 

optimization algorithms. 

Transaction Management: 

Definition, properties of transaction, types of transactions, distributed concurrency control: 

serializability, concurrency control mechanisms & algorithms, time - stamped & optimistic concurrency 

control Algorithms, deadlock Management. 

Distributed DBMS Reliability: Reliability concepts and measures, fault-tolerance in distributed 

systems, failures in Distributed DBMS, local & distributed reliability protocols, site failures and network 

partitioning. 

Parallel Database Systems: Parallel database system architectures, parallel data placement, parallel 

query processing, load balancing, database clusters. 

Distributed object Database Management Systems:Fundamental object concepts and models, object  

distributed design, architectural issues, object management, distributed object storage, object query 

Processing. 

Object Oriented Data Model:Inheritance, object identity, persistent programming languages, 

persistence of objects, comparison OODBMS and ORDBMS 

Text Books: 

1. M. Tamer OZSU and Patuck Valduriez: Principles of Distributed Database Systems, Pearson Edn. 

Asia, 2001. 

2.  Stefano Ceri and Giuseppe Pelagatti: Distributed Databases, McGraw Hill. 

Reference Books: 

1. Hector Garcia-Molina, Jeffrey D. Ullman, Jennifer Widom: ”Database Systems: The Complete Book”, 

Second Edition, Pearson International Edition. 

 



Question Paper Pattern:  

Internal Assessment:  

The question paper for internal examination shall consist of Six questions and student has to answer any 

Four questions. 

 

End Exam:  
The question paper for end examination shall consist of Eight questions and student has to answer any 

Five questions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



WIRELESS AND MOBILE NETWORKS (WMN) 

I Semester : M. Tech Scheme : 2022 

Course 

Code 
Category Hours/Week Credits Maximum Marks 

CS813 PE-II 
L T P C 

Continuous 

Internal 

Assessment 

End 

Exam 
TOTAL 

3 0 0 3 40 60 100 

Sessional Exam Duration : 2 Hrs End Exam Duration: 3 Hrs 

Course Outcomes :At the end of the course the student will be able to 

CO1: To study the Channel planning for Wireless Systems. 

CO2: To study the Mobile Radio Propagation Large-Scale Path loss. 

CO3: To study the Mobile Radio Propagation Small-Scale Fading and Multipath. 

CO4: To study the Equalization and Diversity. 

CO5: To study the Wireless Networks. 

 

The Cellular Concept-System Design Fundamentals: Introduction, Frequency Reuse, Channel 

Assignment Strategies, Handoff Strategies- Prioritizing Handoffs, Practical Handoff Considerations, 

Interference and system capacity – Co channel Interference and system capacity, Channel planning for 

Wireless Systems, Adjacent Channel interference , Power Control for Reducing interference, Trunking 

and Grade of Service, Improving Coverage & Capacity in Cellular Systems- Cell Splitting, Sectoring . 

 

Mobile Radio Propagation: Large-Scale Path Loss: Introduction to Radio Wave Propagation, Free 

Space Propagation Model, Relating Power to Electric Field, The Three Basic Propagation Mechanisms, 

Reflection-Reflection from Dielectrics, Brewster Angle, Reflection from prefect conductors, Ground 

Reflection (Two-Ray) Model, Diffraction-Fresnel Zone Geometry, Knife-edge Diffraction Model, 

Multiple knife-edge Diffraction, Scattering.  

 

Mobile Radio Propagation: Small –Scale Fading and Multipath: Small Scale Multipath propagation 

Factors influencing small scale fading, Doppler shift, Impulse Response Model of a multipath channel 

Relationship between Bandwidth and Received power, Small-Scale Multipath Measurements-Direct RF 

Pulse System, Spread Spectrum Sliding Correlator Channel Sounding, Frequency Domain Channels 

Sounding, Parameters of Mobile Multipath Channels-Time Dispersion Parameters, Coherence 

Bandwidth, Doppler Spread and Coherence Time, Types of Small-Scale Fading-Fading effects Due to 

Multipath Time 

Delay Spread, Flat fading, Frequency selective fading, Fading effects Due to Doppler Spread-Fast 

fading, slow fading. 

Equalization and Diversity: Introduction, Fundamentals of Equalization, Training A Generic Adaptive 

Equalizer, Equalizers in a communication Receiver, Linear Equalizers, Non linear Equalization-

Decision Feedback Equalization (DFE), Maximum Likelihood Sequence Estimation (MLSE) Equalizer, 

Algorithms for adaptive equalization-Zero Forcing Algorithm, Least Mean Square Algorithm, 

Recursive least squares algorithm. Diversity Techniques-Derivation of selection Diversity 

improvement, Derivation of Maximal Ratio Combining improvement, Practical Space Diversity 

Consideration-Selection Diversity, Feedback or Scanning Diversity, Maximal Ratio Combining, Equal 

Gain Combining, Polarization Diversity, Frequency Diversity,Time Diversity, RAKE Receiver. 

 

Wireless Networks: Introduction to wireless Networks, Advantages and disadvantages of Wireless 

Local Area Networks, WLAN Topologies, WLAN Standard IEEE 802.11,IEEE 802.11 Medium Access 



Control, Comparison of IEEE 802.11 a,b,g and n standards, IEEE 802.16 and its enhancements, 

Wireless PANs, Hiper Lan, WLL. 

Text Books : 

1. Wireless Communications, Principles, Practice – Theodore, S. Rappaport, 2nd Ed., 2002, PHI.  

2. Wireless Communications-Andrea Goldsmith, 2005 Cambridge University Press. 

3. Mobile Cellular Communication – Gottapu Sasibhushana Rao, Pearson Education, 2012. 

Reference Books : 

1. Principles of Wireless Networks – Kaveh Pah Laven and P. Krishna Murthy, 2002, PE. 

2. Wireless Digital Communications – Kamilo Feher, 1999, PHI. 

3. Wireless Communication and Networking – William Stallings, 2003, PHI. 

4. Wireless Communication – Upen Dalal, Oxford Univ. Press. 

Question Paper Pattern:  

Internal Assessment:  

The question paper for internal examination shall consist of Six questions and student has to answer any 

Four questions. 

 

End Exam:  
The question paper for end examination shall consist of Eight questions and student has to answer any 

Five questions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



BIG DATA (BD) 

 II Semester:  M. Tech Scheme: 2022 

Course Category Hours/Week Credits Maximum Marks 

 

 

CS818 

 

 

PE-III 

 

 

 

L 

 

T 

 

P 

 

C 

Continuous 

Internal 

Assessment 

 

End Exam 

 

TOTAL 

3 0 0 3 40 60 100 

Sessional Exam Duration: 2 Hrs End Exam Duration:3 Hrs 

Course Outcomes: At the end of the course student will be able to 

 CO1: Work with big data platform and explore the big data analytics techniques, business 

applications.   CO2: Design efficient algorithms for mining the data from large volumes. 

CO3: Analyze the HADOOP and Map Reduce technologies associated with big data analytics.  

CO4: Understand the fundamentals of various big data analytics techniques. 

 CO5: Build a complete business data analytics solution. 

  

Introduction to big data : Introduction to Big Data Platform, Challenges of Conventional 

Systems, Intelligent data analysis, Nature of Data, Analytic Processes and Tools, Analysis vs 

Reporting. 

Mining data streams : Introduction To Streams Concepts, Stream Data Model and 

Architecture, Stream Computing, Sampling Data in a Stream, Filtering Streams, Counting 

Distinct Elements in a Stream, Estimating Moments, Counting Oneness in a Window, Decaying 

Window, Real time Analytics Platform(RTAP) Applications, Case Studies - Real Time 

Sentiment Analysis- Stock Market Predictions. 

. 
Hadoop: History of Hadoop, the Hadoop Distributed File System, Components of Hadoop 

Analysing the Data with Hadoop, Scaling Out, Hadoop Streaming, Design of HDFS, Java 

interfaces to HDFS Basics, Developing a Map Reduce Application, How Map Reduce Works, 

Anatomy of a Map Reduce Job run-Failures, Job Scheduling-Shuffle and Sort, Task execution, 

Map Reduce Types and Formats, Map Reduce Features, Hadoop environment. 

 
Frameworks: Applications on Big Data Using Pig and Hive, Data processing operators in Pig, 

Hive services, HiveQL, Querying Data in Hive, fundamentals of HBase and ZooKeeper, IBM 

InfoSphere BigInsights and Streams. 

 
Predictive Analytics: Simple linear regression, Multiple linear regression, Interpretation 5 of 

regression coefficients. Visualizations - Visual data analysis techniques, interaction techniques, 

Systems and applications. 

Text Books : 

1. Michael Berthold, David J. Hand, “Intelligent Data Analysis”, Springer, 2007.  

 2. Tom White “Hadoop: The Definitive Guide” Third Edition, O’reilly Media, 2012.  

3. Anand Rajaraman and Jeffrey David Ullman, “Mining of Massive Datasets”, CUP, 2012.  

 
  Reference Books : 

1. Arshdeep Bahga, Vijay Madisetti, “Big Data Science & Analytics: A HandsOn Approach.  

“,VPT, 2016  

 

 



Question Paper Pattern:  

Internal Assessment:  

The question paper for internal examination shall consist of Six questions and student has to 

answer any Four questions. 

 

End Exam:  
The question paper for end examination shall consist of Eight questions and student has to 

answer any Five questions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



     MACHINE  LEARNING  (ML)  

II Semester : M. Tech Scheme : 2022 

Course 

Code 
Category Hours/Week Credits Maximum Marks 

 

CS819 
PE-III 

L T P C 

Continuous 

Internal 

Assessment 

End 

Exam 
TOTAL 

3 0 0 3 40 60 100 

Sessional Exam Duration : 2 Hrs End Exam Duration: 3 Hrs 

Course Outcomes : At the end of the course the student will be able to 

CO1: Understand  machine learning Systems and Data preprocessing techniques 

CO2: Build Simple and Multiple Linear Regression Models 

CO3: Understand Classification Techniques like Decision Trees and KNN 

CO4: Implement SVM and Decision Trees. 

CO5: Apply the sentiment classification techniques in text analytics. 

 

Machine Learning Landscape: Introduction, Types of Machine Learning Systems, Challenges, 

Testing and Validating Data Preprocessing for Machine Learning: Working with Pandas and Numpy, 

Handling Values, Understanding Data with Visualization. 

Linear Regression: Simple Linear Regression, Steps in Building a Regression Model, Building 

Simple Linear Regression Model, Model Diagnostics, Multiple Linear Regression 

Classification Problems: Classification Overview, Binary Logistic Regression, Credit Classification, 

Gain Chart and Lift Chart, Decision Tree Classification , K-Nearest Neighbor Classifier 

Support Vector Machines: Linear SVM classification, Nonlinear SVM classification, SVM 

Regression Decision Trees: Training and visualizing a Decision tree, Making predictions, Estimating 

class probabilities, Computational complexity, Gini Impurity or Entropy, Regularization of  Hyper 

parameters. 

TEXT ANALYTICS: Overview, Sentiment Classification, Naïve-Bayes Model for Sentiment 

Classification, Using TF-IDF Vectorizer, Challenges of Text Analytics 

Text Books: 

1. Aurelian Geron, “Hands-On Machine Learning with Scikit-Learn and Tensor Flow: Concepts,   

Tools, and Techniques to build Intelligent Systems”, OReilly Publications, First Edition, 2017 

2. Machine Learning using Python – Manaranjan Pradhan, U Dinesh Kumar, WILEY publications 

Reference Books: 

1. Ethem Alpaydin,“ Introduction to Machine Learning”, The MIT Press, Third Edition, 2014. 

2. Tom M.Mitchell, “Machine Learning”, Mc Graw Hill Education, Indian Edition, 2013 

Web References: 

1. https://www.coursera.org/collections/machine-learning 

Question Paper Pattern:  

 

Internal Assessment:  

The question paper for internal examination shall consist of Six questions and student has to answer 

any Four questions. 

 

End Exam:  
The question paper for end examination shall consist of Eight questions and student has to answer any 

Five questions. 



DATA MINING  (DMG)  

II Semester : M. Tech Scheme : 2022 

Course 

Code 
Category Hours/Week Credits Maximum Marks 

 

CS820 

 

PE-III 

L T P C 

Continuous 

Internal 

Assessment 

End 

Exam 
TOTAL 

3 0 0 3 40 60 100 

Sessional Exam Duration : 2 Hrs End Exam Duration: 3 Hrs 

Course Outcomes : At the end of the course the student will be able to 

CO1:  Understand the importance of data mining and the principles of business intelligence. 

CO2:  Organize and Prepare the data needed for data mining using preprocessing techniques. 

CO3:  Understand data mining classification techniques. 

CO4:  Implement association rule mining using Market basket analysis. 

CO5:  Analyze unsupervised clustering mining algorithms. 

 

Data Mining:  

Introduction, What is Data Mining, Motivating Challenges, Data Mining Tasks, Types of Data, 

Similarity and Dissimilarity between Simple Attributes and Data Objects. 

Data Preprocessing: 

Why Pre-process the Data? Descriptive Data Summarization, Data Cleaning, Data Integration and 

Transformation, Data Reduction, Data Discretization and Concept Hierarchy Generation. 

Classification:  

Basic Concepts, General Approach to solving a classification problem, Decision Tree Induction: 

Working of Decision Tree, Building a decision tree, methods for expressing an attribute test conditions, 

measures for selecting the best split, Algorithm for Decision Tree Induction, Rule Base, Nearest-

Neighbour Classifier, Bayes Theorem, using the Bayes theorem for classification, Naive Bayes 

Classifier. 

Association Analysis: 

 Basic Concepts and Algorithms: Frequent Item Set generation, The Apriori Principle, Apriori 

Algorithm, Candidate Generation and Pruning, Rule Generation, Confidence-Based Pruning, Rule 

Generation    with an example, FP-Growth Algorithm.  

Cluster Analysis: 

What is Cluster Analysis, Types of Clustering, K-Means Algorithm, Agglomerative Hierarchical 

Clustering Algorithm, Key Issues in Hierarchical Clustering, DBSCAN Algorithm 

Text Books: 

1. Introduction to Data Mining, Pang-Ning Tan, Michael Steinbach, Vipin Kumar, PEA 

2. Data Mining concepts and Techniques, 3/e, Jiawei Han, Michel Kamber, Elsevier,2006 

Reference Books: 

1. Data Warehousing Data Mining & OLAP, Alex Berson, Stephen Smith, TMH. 

2. Data Mining Techniques, Arun K Pujari, Universities Press. 

Web References: 

1. https://onlinecourses.nptel.ac.in/noc18_cs14/ 

2. https://freevideolectures.com/course/3758/databases-data-mining 



Question Paper Pattern:  

Internal Assessment: The question paper for internal examination shall consist of Six questions and 

student has to answer any Four questions. 

 

End Exam:  
The question paper for end examination shall consist of Eight questions and student has to answer any 

Five questions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



OBJECT ORIENTED ANALYSIS AND DESIGN(OOAD)  

II Semester : M. Tech Scheme : 2022 

Course 

Code 
Category Hours/Week Credits Maximum Marks 

 

CS821 

 

PE-III 

L T P C 

Continuous 

Internal 

Assessment 

End 

Exam 
TOTAL 

3 0 0 3 40 60 100 

Sessional Exam Duration: 2 Hrs  End Exam Duration: 3 Hrs 

Course Outcomes :At the end of the course the student will be able to 

CO1: Understand the importance of model, UML and Class diagrams. 

CO2: Describe the structural and behavioral modeling of a software system. 

CO3: Design an event driven system with dynamic dimensions. 

CO4: Design logical elements of a system. 

CO5: Construct an architectural template for applications and deployment diagrams. 

 

Introduction to UML: Importance of modeling, principles of modeling, object oriented modeling, 

conceptual model of the UML, Architecture, Software Development Life Cycle, Mechanisms, Artifacts, 

Hello World. 

Basic Structural Modeling: Classes, Relationships, Common mechanisms, Diagrams, Class diagrams. 

Advanced Structural Modeling: Advanced classes, advanced relationships, Interfaces, Types and 

Roles, Packages, Instances, Object diagrams, Components. 

Basic Behavioral Modeling: Interactions, Use cases, Use case diagrams, Interaction diagrams, Activity 

diagrams. 

Advanced Behavioral Modeling: Events and signals, state machines, processes and Threads, Time and 

Space, State diagrams. 

Architectural Modeling: Artifacts, Deployment, Collaborations, Common modeling techniques. 

Architectural Modeling: Patterns and Frameworks, Artifact diagrams, Deployment diagrams, Systems 

and  Models. 

Applying the UML: Case Studies(Library management system, ATM system, Online shopping system). 

Text Books: 

1. Grady Booch, James Rumbaugh, Ivar Jacobson, [2nd Edition], The Unified Modeling Language User 

Guide, Pearson Education, 2013. 

Reference Books: 

1. Craig Larman,  Appling UML and Patterns: An Introduction to Object Oriented Analysis and Design 

and Iterative Development,Pearson Education,2015. 

2. Hans-Erik Eriksson, Magnus Penker, Brian Lyons, David Fado, UML 2 Toolkit, WILEY Dreamtech 

India Pvt. Ltd,2004. 

Question Paper Pattern:  

 

Internal Assessment:  

The question paper for internal examination shall consist of Six questions and student has to answer any 

Four questions. 

End Exam:  
The question paper for end examination shall consist of Eight questions and student has to answer any 

Five questions. 



ADVANCED COMPUTER ARCHITECTURE (ACA) 

II Semester : M. Tech Scheme : 2022 

Course 

Code 
Category Hours/Week Credits Maximum Marks 

 

CS822 

PE-IV 
 

L T P C 

Continuous 

Internal 

Assessment 

End 

Exam 
TOTAL 

3 0 0 3 40 60 100 

Sessional Exam Duration : 2 Hrs End Exam Duration: 3 Hrs 

Course Outcomes :At the end of the course the student will be able to 

CO1: Understand Parallel computer models, Parallelism, Program partitioning, Scheduling and Program  

Flow mechanisms. 

CO2:Identify tradeoffs between Complex Instruction Set Computers (CISC), Reduced Instruction Set  

Computers (RISC), Scalar and Vector processor. 

CO3: Explain Hierarchical bus system and Backplane bus specification. 

CO4: Understand Cache memory organization, Shared memory organization and concepts in 

Hierarchical memory technology. 

CO5: Classify Pipeline Processors based on Processing levels, Configurations and Control Strategies. 

CO6: Understand Multiprocessor System Inter connects, Cache Coherence, Synchronization 

Mechanisms and Message Passing Mechanisms. 

 

Parallel Computer Models: The State of Computing, Multiprocessors and Multi computers, Multi 

vector and SIMD computers, Conditions of Parallelism, Program Partitioning and Scheduling- Grain 

Sizes and Latency, Grain Packing and Scheduling, Program flow Mechanisms. 

System Interconnect Architecture: Network properties and Routing, Static Connection Networks, 

Dynamic Connection Networks, Advanced Processor Technology, Superscalar and Vector Processor, 

Super scalar Processors , VLIW Architecture, Buses And Arbitration- Hierarchical Bus System, 

Backplane Bus Specification. 

Memory Hierarchy: Hierarchical Memory Technology, Inclusion, Coherence and Locality, Memory 

Capacity Planning, Cache Memory Organization, Cache Addressing Models, Shared Memory 

Organizations- Interleaved Memory Organization, Bandwidth and fault Tolerance, Memory Allocation 

Schemes. 

Pipelining And Superscalar Techniques: Linear Pipeline Processors, Nonlinear Pipeline Processors, 

Instruction Pipeline Design, Arithmetic Pipeline Design-Computer Arithmetic Principles, Static 

Arithmetic Pipeline, Multifunctional Arithmetic Pipeline. 

Multiprocessors And Multi-Computers: Multiprocessor System Interconnects, Cache Coherence and 

Synchronization Mechanisms, Message Passing Mechanisms- Message Routing Schemes, Deadlock and 

Virtual Channels, Flow Control Strategy. 

Text Books: 

1. Kai Hwang (2000), Advanced Computer Architecture- Parallelism, Scalability, Programmability, 

The McGraHill. 

Reference Books: 

1. .David E. Culler, J. P. Singh, Anoop Gupta, Harcourt Asiam, Morgan Kaufmann (1999), Parallel 

Computer Architecture, Elsevier, India. 

2. V. Rajararnan, C. Siva Ram Murthy (2000), Parallel Computers - Architecture and Programming, 

Prentice Hall of India, New Delhi. 



Question Paper Pattern:  

 

Internal Assessment:  

The question paper for internal examination shall consist of Six questions and student has to answer any 

Four questions. 

 

End Exam:  
The question paper for end examination shall consist of Eight questions and student has to answer any 

Five questions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



IMAGE AND VIDEO PROCESSING (IVP) 

II Semester : M. Tech Scheme : 2022 

Course 

Code 
Category Hours/Week Credits Maximum Marks 

 

CS823 

 

PE-IV 

L T P C 

Continuous 

Internal 

Assessment 

End 

Exam 
TOTAL 

3 0 0 3 40 60 100 

Sessional Exam Duration : 2 Hrs End Exam Duration: 3 Hrs 

Course Outcomes : At the end of the course the student will be able to 

CO1: : Understand the relationships between pixels in digital images and perform various linear and 

non-linear operations on pixels in a digital image. 

CO2: Apply various image enhancement techniques both in spatial and frequency domain. 

CO3: Understand image compression models and different types of compression techniques. 

CO4: Perform Image segmentation on real time images. 

CO5: Understand the principles of Video imaging and Video display. 

 

Digital Image Fundamentals: Definition and Applications of Digital Image Processing – Components 

of Image Processing System - Human Visual System - Image Sensing Acquisition - Image Sampling and 

Quantization - Some Basic Relationships between Pixels, Spatial and Gray Level Resolution, Image 

Interpolation - Linear And Non Linear Operations. 

Image Enhancement and Restoration: Histogram Modification Techniques – Image Smoothening – 

Image Sharpening – Image Restoration – Degradation Model – Noise Models – Spatial Filtering – 

Frequency Domain Filtering. 

Image Compression: File format (bmp, tiff, pcx, gif, jpeg.) - Compression fundamentals – Image 

Compression Models: Error Free Compression: Huffman Coding, Arithmetic Coding, LZW coding, Bit 

plane Coding, Lossless Predictive Coding; Lossy Compression: Lossy Predictive Coding, Block 

Transform coding - Digital Watermarking  

Image Segmentation: Point, Line and Edge Detection - Thresholding – Region Based Segmentation – 

Segmentation Using Morphological Watersheds - The Use of Motion in Segmentation 

Introduction to Video Processing: Video Capture and Display- Principles of Color Video Imaging, 

Video Cameras, Video Display, Composite versus Component Video; Analog Video RasterProgressive 

and Interlaced Scan, Characterization of a Video Raster; Analog Color Television Systems; Digital 

Video. 

Text Books: 

1. Rafael Gonzalez & Richard Woods, Digital Image Processing, 3rd Edition. Pearson publications, 

2012 

2.  Video Processing and Communications- Yao Wang, Jorn Ostermann, Ya-Qin Zhang 

Reference Books: 

1. Anil K. Jain, Fundamental of Digital Image Processing, PHI publication, 2013. 

2.  Pratt, Digital Image Processing, 4th Edition, Wiley Publication, 2007. 

Web References: 

1. https://en.wikipedia.org/wiki/Digital_image_processing  



Question Paper Pattern:  

Internal Assessment: The question paper for internal examination shall consist of Six questions and 

student has to answer any Four questions. 

 

End Exam:  
The question paper for end examination shall consist of Eight questions and student has to answer any 

Five questions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



SOFT COMPUTING (SC) 

II Semester : M. Tech Scheme: 2022 

Course Code Category Hours/Week Credits Maximum Marks 

 

 

CS824 

 

  PE-IV 

 

L 

 

T 

 

P 

 

C 

Continuous 

Internal 

Assessment 

 

End Exam 

 

TOTAL 

3 0 0 3 40 60 100 

Sessional Exam Duration: 2 Hrs End Exam Duration: 3 Hrs 

Course Outcomes: At the end of the course students will be able to 

CO1: Analyze various neural network architectures and learning models. 

CO2: Design associative memory networks and unsupervised learning networks.  

CO3: Define the fuzzy logic and sets. 

CO4: Study of membership functions and fuzzy arithmetic operations. 

CO5: Understand genetic algorithm concepts and their applications. 

 

Artificial Neural Networks: Introduction, Basic models of ANN, important terminologies of ANNs. 

Supervised Learning Networks: Perceptron Networks, Adaptive Linear Neuron, Back propagation 

Network. 

Associative Memory Networks: Training Algorithms for pattern association Auto associative Memory, 

Bidirectional Associative Memory (BAM), and Hopfield Networks. 

Unsupervised Learning Network: Introduction, Fixed Weight Competitive Nets, Maxnet, Mexican Hat 

Net, Hamming Network, Kohonen Self-Organizing Feature Maps, Learning Vector Quantization, Counter 

Propagation Networks, Adaptive Resonance Theory Networks 

Introduction to Fuzzy Logic, Classical Sets and Fuzzy Sets: Introduction, Classical Sets (Crisp Sets), 

Fuzzy Sets, Classical Relations -and Fuzzy Relations- Cardinality, Operations, Properties and composition. 

Tolerance and equivalence relations. 

Membership functions- Features, Fuzzification, membership value assignments, Defuzzification 

Fuzzy Arithmetic and Fuzzy Measures: Fuzzy arithmetic, Extension principle, Fuzzy measures. 

Genetic Algorithm: Introduction, Basic Terminologies in Genetic Algorithm, Operators in Genetic 

Algorithm –Encoding, selection, Crossover and Mutation, Applications. 

Application of Soft computing: Optimization of Traveling Salesman Problem using Genetic Algorithm 

Approach, Genetic Algorithm –Based Internet search Technique. 

Text Books : 

1. S.N.Sivanandam, S.N.Deepa “Priciples of Soft Computing” WILEY Second Edition 2013. 

Reference Books : 

1. S.R. Jang, C.T.Sun and E.Mizutani, “Neuro-Fuzzy and Soft Computing” PHI/Pearson Education,  

New Delhi 2004. 

2.    S. Rajasekaran & G.A. Vijayalakshmi Pai, PHI, New Delhi 2003 

3.    Timothy J.Ross, “Fuzzy Logic with Engineering Applications”, McGraw-Hill, 1997. 

Web References: 

1. https://nptel.ac.in/courses/106105173 

Question Paper Pattern:  

Internal Assessment: The question paper for internal examination shall consist of Six questions and 

student has to answer any Four questions. 

End Exam:  
The question paper for end examination shall consist of Eight questions and student has to answer any Five 

questions. 



DIGITAL FORENSICS (DF) 

II Semester : M. Tech Scheme : 2022 

Course 

Code 
Category Hours/Week Credits Maximum Marks 

 

CS825 

 

PE-IV 

L T P C 

Continuous 

Internal 

Assessment 

End 

Exam 
TOTAL 

3 0 0 3 40 60 100 

Sessional Exam Duration: 2Hrs End Exam Duration: 3 Hrs 

Course Outcomes :At the end of the course the student will be able to 

CO1: Understand the fundamental concepts of digital forensic, digital evidence and the incident 

response process. 

CO2:Apply various data acquisition techniques and tools on the evidences. 

CO3:Learn the methods applicable for different forensic investigations. 

CO4:Usage of various forensic tools to analyse different forensics data. 

CO5:Gains knowledge on cloud forensic procedures and challenges. 

CO6: Understand the concept of file system and their use in forensic analysis. 

 

Digital forensics: Introduction, History, Rules of Computer/ Digital forensic, Digital forensic as a 

discipline, Definition of digital forensic, digital forensic investigations, Goal of digital forensic 

investigation. 

Digital evidences: Introduction, what is digital evidence, rules of digital evidence, characteristics of 

digital evidence, types of evidence, challenges in evidence handling, volatile evidence, evidence 

handling procedures. Incidence Response: Introduction, Goals of incident response, people involved 

in incident response, incident respond Methodology, Activities in initial response, Phases after 

detection of an incident. 

Data Collection: Introduction, the facts in a criminal case, people involved in data collection 

techniques, Live data collection, Live data collection examples-Windows, Unix. 

Forensic Duplication:Introduction, Rules of forensic duplication(Thumb Rule), Necessity of forensic 

duplication, Forensic duplicates as admissible evidence, Important terms in forensic duplicate, 

Forensic duplication Tool requirements, Creating a Forensic duplicate of a Hard Drive, Creating a 

Qualified Forensic duplicate of a hard Drive. 

Network Forensics: Introduction to IDS (Intrusion Detection System), Types of IDS, Advantages and 

disadvantages, Understanding Network intrusions and Attacks, recognizing pre-intrusion/ Attack 

activities, Port Scans, Address Spoofing, Attacking with Trojans, Viruses and Worms, Understanding 

Password cracking, Understanding Technical Exploits, Collecting Network based evidence, 

Investigating routers, Network Protocols. 

E-Mail Forensics: Importance of E-Mail as evidence, Working of E-Mail, Steps in E- mail 

communication, E-mail service protocols, E-Mail forensic analysis steps, E- Mail Forensic Tools. 

Mobile Forensics: Mobile hacking- SMS and Call Forging, mobile phone forensics, Forensic 

procedures CIA Traid, Software and hardware mobile phone tricks, Android forensics, Mobile 

forensic Tools. Computer Forensic Tools: Introduction, evaluating computer forensic tool needs, 

types of computer forensic tools, tasks performed by computer forensic tools, Tool comparisons, 

software tools, hardware tools, Various computer/ Digital forensic tools. 

Cloud Forensics: Introduction, Three dimensions of cloud forensics, usage of cloud forensic, 

challenges to cloud forensic. Impact of cloud computing on digital forensic, Cloud forensic Tools. 

File systems: Various types of file systems, Introduction to storage layers, Hard disk drive, Forensic 

Analysis of file systems. 



Text Books: 

1. Dr.Neelakshijain and Dr.Dhanajay R. Kalbande, Digital Forensic: The Fascinating World of Digital 

Evidences, Wiley Publications, 2017. 

 

Reference Books: 

1. Kevin Mandia, Chris Prosise, Incident Response and computer forensics, Tata McGraw Hill, 2006. 

2. Nelson, Phillips Enfinger, Steuart, Computer Forensics and Investigations, CENGAGE Learning. 

3. John R. Vacca, Computer Forensics, Computer Crime Investigation, Firewall Media, New Delhi. 

4. https://www.oreilly.com/library/view/digital-forensics-with/9781597495868/ 

Question Paper Pattern:  

 

Internal Assessment:  

The question paper for internal examination shall consist of Six questions and student has to answer any 

Four questions. 

 

End Exam:  
The question paper for end examination shall consist of Eight questions and student has to answer any 

Five questions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



COMPUTER VISION (CV) 

II Semester : M. Tech   Scheme : 2022 

Course 

Code 
Category Hours/Week Credits Maximum Marks 

 

CS826 

 

PE-V 

L T P C 

Continuous 

Internal 

Assessment 

End 

Exam 
TOTAL 

3 0 0 3 40 60 100 

Sessional Exam Duration: 2 Hrs End Exam Duration: 3 Hrs 

Course Outcomes :At the end of the course the student will be able to 

CO1: Present the image formation process. 

CO2: Use the image processing operators for image preprocessing and conversion. 

CO3: Apply the data interpolation techniques for model fitting and optimization. 

CO4: Understand the Deep Neural Networks and CNNs for computer vision recognition and lower level      

vision tasks. 

CO5: Understand object detection and semantic segmentation methods. 

 

Image formation: Introduction to computer vision, Geometric primitives and transformations:  2D 

transformations, 3D transformations, 3D rotations, 3D to 2D projections, Lens distortions, Photometric image 

formation: Lighting, Reflectance and shading, Optics, The digital camera: Sampling and aliasing, Color, 

Compression. 

Image processing: Point operators: Pixel transforms, Color transforms, Compositing and matting, Histogram 

equalization, Linear filtering: Separable filtering, Band-pass and steerable filters, More neighborhood 

operators: Non-linear filtering, Bilateral filtering, Binary image processing. 

Model fitting and optimization: Scattered data interpolation: Radial basis functions, Overfitting and 

underfitting, Robust data fitting, Variational methods and regularization: Discrete energy minimization, Total 

variation,Bilateral solver,Application:Interactive colorization,Markov random fields:Conditional random fields. 

Deep LearningDeep neural networks: Weights and layers, Activation functions, Regularization and 

normalization, Loss functions, Back propagation, Training and optimization. 

Convolutional neural networks: Pooling and unspooling, Network architectures, Model zoos, Visualizing 

weights and activations. 

Recognition: Instance recognition, Image classification:  Feature-based methods Deep networks, Face 

recognition. Object detection:  Face detection, Pedestrian detection,General object detection. 

Semantic segmentation:  Instance segmentation, Panoptic segmentation, Pose estimation. 

Video understanding, Vision and language. 

Text Books: 

1. Richard Szeliski, Computer Vision:Algorithms and Applications, Springer, 2nd Edition,  2022. 

Reference Books: 

1. WESLEY E. SNYDER, HAIRONG QI,  Fundamentals of Computer Vision, Cambridge University    

Press, 2017. 

2. Aditi Majumder, M. Gopi, Introduction to VISUAL COMPUTING Core Concepts in Computer Vision, 

Graphics, and Image Processing, CRC Press, Taylor & Francis Group, 2018. 

Question Paper Pattern:  
Internal Assessment: The question paper for internal examination shall consist of Six questions and student has to answer any 

Four questions. 

End Exam: The question paper for end examination shall consist of Eight questions and student has to answer any Five 

questions. 

 



HIGH PERFORMANCE COMPUTING(HPC) 

II Semester : M. Tech Scheme : 2022 

Course 

Code 
Category Hours/Week Credits Maximum Marks 

 

CS827 
PE-V 

L T P C 

Continuous 

Internal 

Assessment 

End 

Exam 
TOTAL 

3 0 0 3 40 60 100 

Sessional Exam Duration: 2 Hrs End Exam Duration: 3 Hrs 

Course Outcomes :At the end of the course the student will be able to 

CO1: Understand the limitations, control structure and communication models of parallel computer 

systems. 

CO2: Summarize the decomposition techniques and mapping techniques for parallel algorithms. 

CO3: Understand One-to-all, all-to-one and all-to-all communication operations for parallel computers. 

CO4: Interpret the programming techniques using message passing paradigm. 

CO5: Understand the thread programming for shared address space platforms using OpenMP. 

Introduction : Implicit parallelism, limitations of memory system performance, control structure of 

parallel platforms, communication model of parallel platforms, message passing costs in parallel 

computers, routing mechanisms for interconnection networks. 

Parallel algorithm design : Decomposition techniques, tasks and interactions, mapping techniques for 

load balancing, methods for reducing interaction overheads, parallel algorithm models- the data parallel 

model, the task graph model, the work pool model, the master-slave model, the pipeline model, hybrid 

models. 

Basic communication operations : One-to-All Broadcast and All-to-One Reduction, All-to-all 

Broadcast and reduction, scatter and gather, Improving the speed of some communication operations: 

splitting and routing messages in parts, all port communication 

Programming using message passing paradigm: Principles of message passing programming, The 

building blocks, MPI: The message passing interface, topologies and embedding,  overlapping 

communication with computation: non-blocking communication operations. 

Programming shared address space platforms: Threads, POSIX threads, synchronization primitives, 

attributes of threads and mutex, OpenMP – The programming model, specifying concurrent tasks: 

assigning iterations to threads, synchronization across multiple for directives, merging directives, nesting 

parallel directives. 

Text Books: 

1. AnanthGrama, Anshul Gupta, George Karypis, Vipin Kumar, Introduction to Parallel Computing, 

Second Edition,Pearson Education, 2007. 

2. Benedict R Gaster, Lee Howes, David R KaeliPerhaad Mistry Dana Schaa, Heterogeneous 

Computing with OpenCL, McGraw-Hill,Inc. Newyork, 2011. 

Reference Books: 

1. Michael J. Quinn, Parallel Programming in C with MPI and OpenMP, McGraw-Hill International 

Editions, Computer Science Series, 2004. 

2. Jason Sanders, Edward Kandrot, CUDA by Example – An Introduction to General-Purpose GPU 

Programming, Addison Wesley, 2011. 

Web References: 

1.https://www.tutorialspoint.com/parallel_algorithm/parallel_algorithm_introduction.html 

2. https://computing.llnl.gov/tutorials/openMP 

3. https://nptel.ac.in/courses/106108055 



DEEP LEARNING (DL) 

II Semester: M. Tech Scheme: 2022 

Course Code Category Hours/Week Credits Maximum Marks 

 

 

CS828 

 

  PE-V 

 

L 

 

T 

 

P 

 

C 

Continuous 

Internal 

Assessment 

 

End 

Exam 

 

TOTAL 

3 0 0 3 40 60 100 

Sessional Exam Duration: 2  Hrs End Exam Duration:3 Hrs 

Course Outcomes: At the end of the course students will be able to 

CO1: Understand the historical trends in deep learning and use Tensor flow for performing Linear 

           Regression, Gradient Descent, optimizers, graph visualization and training curves. 

CO2: Summarize the fundamentals of Artificial Neural Networks. 

CO3: Understand the training of Deep Neural Nets. 

CO4: Understand the Convolutional Neural Networks Architecture. 

CO5: Understand the Recurrent Neural Networks and deep RNN training. 

 

Introduction to Deep Learning : Introduction, Historical trends in Deep Learning 

Up and Running with TensorFlow: Installation, Creating Your First Graph and Running It in a Session, 

Managing Graphs, Lifecycle of a Node Value, Linear Regression with TensorFlow. Implementing 

Gradient Descent, Feeding Data to the Training Algorithm, Saving and Restoring Models, Visualizing the 

Graph and Training Curves Using TensorBoard, Name Scopes, Modularity, Sharing Variables. 

Introduction to Artificial Neural Networks: From Biological to Artificial Neurons, Training an MLP 

with TensorFlow High-Level API, Training a DNN Using Plain TensorFlow, Fine-Tuning Neural 

Network Hyper parameters 

Training Deep Neural Nets: Vanishing/Exploding Gradients Problems, Reusing Pretrained Layers, 

Faster Optimizers, Avoiding Overfitting Through Regularization 

Convolutional Neural Networks: The Architecture of the Visual Cortex, Convolutional Layer, 

Pooling Layer., CNN Architectures : LeNet-5, AlexNet, GoogLeNet, ResNet. 

Recurrent Neural Networks: Recurrent Neurons, Basic RNNs in TensorFlow, Training RNNs, Deep 

RNNs 

Text Books : 

1. Deep Learning Ian Goodfellow Yoshua Bengio Aaron Courville, MIT Press book. 

2. Hands-On Machine Learning with Scikit-March 2017: First Edition 

Reference Books : 

1. Neural Networks and Deep Learning Michael Nielsen. 

2. Neural Networks and Deep Learning Aggarwal, Charu C.Springer International Publishing. 

Web References: 

1.  https://www.coursera.org/specializations/deep-learning? 

2.  https://www.coursera.org/learn/introduction-tensorflow? 

Question Paper Pattern:  

 

Internal Assessment:  

The question paper for internal examination shall consist of Six questions and student has to answer any 

Four questions. 

End Exam:  
The question paper for end examination shall consist of Eight questions and student has to answer any 

Five questions. 



DESIGN PATTERNS (DP) 

II Semester: M. Tech  Scheme: 2022 

Course 

Code 
Category Hours/Week Credits Maximum Marks 

 

CS829 

 

    PE-V 

L T P C 

Continuous 

Internal 

Assessment 

End 

Exam 
TOTAL 

3 0 0 3 40 60 100 

Sessional Exam Duration: 2 Hrs End Exam Duration: 3 Hrs 

Course Outcomes:At the end of the course the student will be able to 

CO1: Understand the usage of design patterns for solving object-oriented design problems 

CO2:Describe the creational patterns abstract factory, factory method, builder, prototype, and singleton. 

CO3:Understand structural patterns: adapter, bridge, composite, decorator, facade, fly weight, proxy. 

CO4:Explain behavioral patterns chain of responsibility, command, interpreter, iterator, mediator, 

            memento, observer, state, strategy, template method, and visitor. 

CO5:Explain the patterns used in solving design problems of Lexi Document Editor 

 

Design Pattern Introduction: What Is a Design Pattern, Describing Design Patterns, the Catalog of Design 

Patterns, Organizing the Catalog, How to Select a Design Pattern, How to Use a Design Pattern, How Design 

Patterns Solve Design Problems? 

Creational Patterns: Abstract Factory Pattern, Builder Pattern, Factory Method Pattern, Prototype Pattern, 

Singleton Pattern.Structural Patterns : Adapter Pattern, Bridge Pattern, Composite Pattern, Decorator 

Pattern, Facade Pattern, Flyweight Pattern, Proxy Pattern. 

Behavioral patterns: Chain of responsibility Pattern, Command Pattern, Interpreter Pattern, Iterator Pattern, 

Mediator Pattern, Memento Pattern, Observer Pattern, State Pattern, Strategy Pattern, Template method 

Pattern, Visitor Pattern. 

A Case Study: Designing a Document Editor, Design Problems, Document Structure, Formatting, 

Embellishing the User Interface, Supporting Multiple Look-and-Feel Standards, Supporting Multiple 

Window Systems, User Operations Spelling Checking and Hyphenation. 

What to Expect from Design Patterns, A Brief History, Pattern Community An Invitation, Parting Thought. 

Text Books: 

1. Erich Gamma [2008], Design Patterns elements of reusable object oriented software, Pearson Education.  

2. Frank Buschmann, RegineMeunier, Hans Rohnert, Peter Sommerlad, Michael Stal, PatternOriented 

Software Architecture: A System of Pattern, John Wiley & Sons; 1996. 

Reference Books: 

1. Mark Grand, Pattern’s in JAVA Vol-I, Wiley DreamTech 

2. Mark Grand, Pattern’s in JAVA Vol-II, Wiley DreamTech 

3. Mark Grand [2006], JAVA Enterprise Design Patterns Vol-III, Wiley DreamTech 

4. Eric Freeman-Oreilly-spd, Head First Design Patterns. 

5. Alan Shalloway,Design Patterns Explained, Pearson Education. 

Web References: 

1. https://sourcemaking.com/design_patterns 

2. https://www.oodesign.com/ 

Question Paper Pattern:  
Internal Assessment: The question paper for internal examination shall consist of Six questions and student has to 

answer any Four questions. 

End Exam: The question paper for end examination shall consist of Eight questions and student has to answer any 

Five questions. 



ENGLISH FOR RESEARCH PAPER WRITING 

I Semester :  AMT                                                                                                                              Scheme : 2022 

Course Code Hours/Week Credits Maximum Marks 

AU 101 
L T P C 

Continuous 

Internal 

Assessment 

End Exam TOTAL 

2 - - 0 - - - 

 

 Course Outcomes : At the end of the course the student will be able to 

CO1: Understand that how to improve your writing skills and level of readability 

CO2: Learn about what to write in each section 

CO3: Understand the skills needed when writing a Title Ensure the good quality of paper at very first- 

          time submission  

 

Paragraph Basics, Logical Order and Transitions 

Planning and Preparation, Word Order, Breaking up long sentences, Structuring Paragraphs and 

Sentences, Being Concise and Removing Redundancy, Avoiding Ambiguity and Vagueness 

Paraphrasing Plagiarism and Basic of Paper Writing 

Clarifying Who Did What, Highlighting Your Findings, Hedging and Criticizing, Paraphrasing and 

Plagiarism, Sections of a Paper, Abstracts. Introduction 

Structure of Research Paper 

Review of the Literature, Methods, Results, Discussion, Conclusions, The Final Check. 

Essential Key Skills Required-I 

key skills are needed when writing a Title, key skills are needed when writing an Abstract, key skills 

are needed when writing an Introduction, skills needed when writing a Review of the Literature, 

Essential Key Skills Required-II 

Skills are needed when writing the Methods, skills needed when writing the Results, skills are needed 

when writing the Discussion, and skills are needed when writing the Conclusions. useful phrases, how 

to ensure paper is as good as it could possibly be the first- time submission 

 

Text Books : 

1. Goldbort R (2006) Writing for Science, Yale University Press (available on Google Books) 

2. Day R (2006) How to Write and Publish a Scientific Paper, Cambridge University Press 

 

Reference Books : 

1. Highman N (1998), Handbook of Writing for the Mathematical Sciences, SIAM. Highman’s 

book. 

2. Adrian Wallwork, English for Writing Research Papers, Springer New York Dordrecht 

Heidelberg London, 2011 

Question Paper Pattern:  

Internal Assessment: The question paper for internal examination shall consist of Six questions and 

has to answer any Four questions. 

 

  



DISASTER MANAGEMENT 

I Semester :  AMT                                                                                                                              Scheme : 2022 

Course Code Hours/Week Credits Maximum Marks 

AU 102 
L T P C 

Continuous 

Internal 

Assessment 

End Exam TOTAL 

2 - - 0 - - - 

 

 Course Outcomes : At the end of the course the student will be able to 

CO1: Learn to demonstrate a critical understanding of key concepts in disaster risk reduction and  

          humanitarian response. 

CO2: Critically evaluate disaster risk reduction and humanitarian response policy and practice from  

          multiple perspectives. 

CO3: Develop an understanding of standards of humanitarian response and practical relevance in  

           specific types of disasters and conflict situations.  

CO4: Critically understand the strengths and weaknesses of disaster management approaches, 

CO5: Planning and programming in different countries, particularly their home country or the countries  

          they work in 

Introduction: 

Disaster: Definition, Factors and Significance; Difference Between Hazard and Disaster; Natural and 

Manmade Disasters: Difference, Nature, Types and Magnitude. 

Disaster Prone Areas in India: 

Study of Seismic Zones; Areas Prone to Floods and Droughts, Landslides and Avalanches; Areas 

Prone to Cyclonic and Coastal Hazards with Special Reference to Tsunami; Post-Disaster Diseases 

and Epidemics 

Repercussions of Disasters and Hazards: 

Economic Damage, Loss of Human and Animal Life, Destruction of Ecosystem. Natural Disasters: 

Earthquakes, Volcanisms, Cyclones, Tsunamis, Floods, Droughts and Famines, Landslides and 

Avalanches, Man-made disaster: Nuclear Reactor Meltdown, Industrial Accidents, Oil Slicks and 

Spills, Outbreaks of Disease and Epidemics, War and Conflicts. 

Disaster Preparedness and Management: 

Preparedness: Monitoring of Phenomena Triggering A Disaster or Hazard; Evaluation of Risk: 

Application of Remote Sensing, Data from Meteorological and Other Agencies, Media Reports: 

Governmental and Community Preparedness. 

Risk Assessment Disaster Risk: 

Concept and Elements, Disaster Risk Reduction, Global and National Disaster Risk Situation. 

Techniques of Risk Assessment, Global Co-Operation in Risk Assessment and Warning, People’s 

Participation in Risk Assessment. Strategies for Survival. 

Disaster Mitigation: 

Meaning, Concept and Strategies of Disaster Mitigation, Emerging Trends In Mitigation. Structural 

Mitigation and Non-Structural Mitigation, Programs of Disaster Mitigation in India. 

Text Books : 

1. R. Nishith, Singh AK, “Disaster Management in India: Perspectives, issues and strategies 



“’New Royal book Company. 

 

Reference Books : 

1. Sahni, Pardeep Et. Al. (Eds.),” Disaster Mitigation Experiences and Reflections”, Prentice 

Hall of India, New Delhi. 

2. Goel S. L., Disaster Administration and Management Text and Case Studies”, Deep 

&Deep Publication Pvt. Ltd.,Delhi. 

Question Paper Pattern:  

Internal Assessment: The question paper for internal examination shall consist of Six questions and 

has to answer any Four questions. 

  



SANSKRIT FOR TECHNICAL KNOWLEDGE 

I Semester :  AMT                                                                                                                              Scheme : 2022 

Course Code Hours/Week Credits Maximum Marks 

AU 103 
L T P C 

Continuous 

Internal 

Assessment 

End Exam TOTAL 

2 - - 0 - - - 

 

 Course Outcomes : At the end of the course the student will be able to 

CO1: Understanding basic Sanskrit language 

CO2: Ancient Sanskrit literature about science & technology can be understood 

CO3: Being a logical language will help to develop logic in students 

 

Alphabets 

Alphabets in Sanskrit, 
Tenses 

Past/Present/Future Tense, Simple Sentences 

Roots 

Order, Introduction of roots, 

Sanskrit Literature 

Technical information about Sanskrit Literature 

Technical Concepts of Engineering 

Technical concepts of Engineering-Electrical, Mechanical, Architecture, Mathematics 

 

Text Books : 

1. “Abhyaspustakam” – Dr. Vishwas, Samskrita-Bharti Publication, New Delhi 

 

Reference Books : 

1. “Teach Yourself Sanskrit” Prathama Deeksha-Vempati Kutumbshastri, Rashtriya Sanskrit 

Sansthanam, New Delhi Publication 

2. “India’s Glorious Scientific Tradition” Suresh Soni, Ocean books (P) Ltd., New Delhi. 

Question Paper Pattern:  

Internal Assessment: The question paper for internal examination shall consist of Six questions and 

has to answer any Four questions. 

 

  



  

STRESS MANAGEMENT BY YOGA ( SMY) 

II Semester :  AMT                                                                                                                         Scheme : 2022 

Course Code Hours/Week Credits Maximum Marks 

AU 201 
L T P C 

Continuous 

Internal 

Assessment 

End Exam TOTAL 

2 - - 0 - - - 

 

 Course Outcomes : At the end of the course the student will be able to 

CO1: Develop healthy mind in a healthy body thus improving social health also 

CO2: Improve efficiency 

 

 

 Definitions of Eight parts of Yog. (Ashtanga) 
 

 Yam and Niyam. 

 

 Do`s and Don’t’s in life. 

 i) Ahinsa, satya, astheya, bramhacharya and aparigraha 

ii) Shaucha, santosh, tapa, swadhyay, ishwarpranidhan 

 

 Asan and Pranayam 

 i) Various yog poses and their benefits for mind & body 

ii) Regularization of breathing techniques and its effects-Types of pranayam 

 

Text Books : 

1. ‘Yogic Asanas for Group Tarining-Part-I”: Janardan Swami Yogabhyasi Mandal, Nagpur 

 

Reference Books : 

1. “Rajayoga or conquering the Internal Nature” by Swami Vivekananda, Advaita Ashrama 

(Publication Department) , Kolkata 

Question Paper Pattern:  

Internal Assessment: The question paper for internal examination shall consist of Six questions and 

has to answer any Four questions. 

 

 

 

 

 

  



PEDAGOGY STUDIES  (PS) 

II Semester :  AMT                                                                                                                              Scheme : 2022 

Course Code Hours/Week Credits Maximum Marks 

AU 202 
L T P C 

Continuous 

Internal 

Assessment 

End Exam TOTAL 

2 - - 0 - - - 

 

 Course Outcomes : At the end of the course the student will be able to 

CO1: What pedagogical practices are being used by teachers in formal and informal classrooms in  

                                                                                             developing countries? 

CO2: What is the evidence on the effectiveness of these pedagogical practices, in what conditions,  

                                                                                   and with what population of learners? 

CO3: How can teacher education (curriculum and practicum) and the school curriculum and   

          guidance materials best support effective pedagogy? 

Introduction and Methodology 

Aims and rationale, Policy background, Conceptual framework and terminology Theories of learning, 

Curriculum, Teacher education. Conceptual framework, Research questions. Overview of methodology and 

Searching. 

Thematic Overview 

Pedagogical practices are being used by teachers in formal and informal classrooms in developing countries. 

Curriculum, Teacher education. 

Pedagogical Practices and Methodology 

Evidence on the effectiveness of pedagogical practices, Methodology for the in depth stage: quality 

assessment of included studies. How can teacher education (curriculum and practicum) and the school 

curriculum and guidance materials best support effective pedagogy? Theory of change. Strength and nature of 

the body of evidence for effective pedagogical practices. Pedagogic theory and pedagogical approaches. 

Teachers’ attitudes and beliefs and Pedagogic strategies. 

Professional Development 

Alignment with classroom practices and follow-up support, Peer support, Support from the head teacher and 

the community. Curriculum and assessment, Barriers to learning: limited resources and large class sizes 

Research Gaps and Future Directions 

Research design, Contexts, Pedagogy, Teacher education, Curriculum and assessment, Dissemination and 

research impact. 

 

Text Books : 

1. Ackers J, Hardman F (2001) Classroom interaction in Kenyan primary schools, Compare,    

31 (2): 245-261. 

2. Agrawal M (2004) curricular reform in schools: The importance of evaluation, Journal of     

Curriculum Studies, 36 (3): 361-379. 

Reference Books : 

1. Akyeampong K (2003) Teacher training in Ghana - does it count? Multi-site teacher education 

research project (MUSTER) country report 1. London: DFID. 

2. Akyeampong K, Lussier K, Pryor J, Westbrook J (2013) Improving teaching and learning of basic 



maths and reading in Africa: Does teacher preparation count? International Journal Educational 

Development, 33 (3): 272–282. 

Question Paper Pattern:  

Internal Assessment: The question paper for internal examination shall consist of Six questions and has to 

answer any Four questions. 

  



PERSONALITY DEVELOPMENT THROUGH LIFE ENLIGHTENMENT SKILLS (PDTLES) 

II Semester :  AMT                                                                                                                            Scheme : 2022 

Course Code Hours/Week Credits Maximum Marks 

AU 203 
L T P C 

Continuous 

Internal 

Assessment 

End Exam TOTAL 

2 - - 0 - - - 

 

 Course Outcomes : At the end of the course the student will be able to 

CO1: Study of Shrimad-Bhagwad-Geeta will help the student in developing his personality and  

                                                                               achieve the highest goal in life 

CO2: The person who has studied Geeta will lead the nation and mankind to peace and prosperity 

CO3: Study of Neetishatakam will help in developing versatile personality of students 

  

 

Neetisatakam-Holistic development of personality 

 Verses- 19,20,21,22 (wisdom) 

 Verses- 29,31,32 (pride & heroism) 

 Verses- 26,28,63,65 (virtue) 
 

Neetisatakam-Holistic development of personality 

 Verses- 52,53,59 (dont’s) 

 Verses- 71,73,75,78 (do’s) 

 

Approach to day to day work and duties. 

 Shrimad Bhagwad Geeta: Chapter 2-Verses 41, 47,48, 

 Chapter 3-Verses 13, 21, 27, 35, Chapter 6-Verses 5,13,17, 23, 35, 

 Chapter 18-Verses 45, 46, 48. 

 

Statements of basic knowledge. 

 Shrimad Bhagwad Geeta: Chapter2-Verses 56, 62, 68 

 Chapter 12 -Verses 13, 14, 15, 16,17, 18 

 Personality of Role model. Shrimad Bhagwad Geeta: 

 Chapter2-Verses 17, Chapter 3-Verses 36,37,42, 

 Chapter 4-Verses 18, 38,39 

 Chapter18 – Verses 37,38,63 

Text Books : 

1. “Srimad Bhagavad Gita” by Swami Swarupananda Advaita Ashram (Publication 

Department),  Kolkata. 

Reference Books : 

1. Bhartrihari’s Three Satakam (Niti-sringar-vairagya) by P.Gopinath, Rashtriya Sanskrit 

Sansthanam, New Delhi. 

Question Paper Pattern:  

Internal Assessment: The question paper for internal examination shall consist of Six questions and has 

to answer any Four questions. 

 


